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ABSTRACT
We study coalition formation in the framework of hedonic games

from a mechanism design perspective. We consider three classes

of games in which preferences are derived from ordinal informa-

tion: anonymous hedonic games, hedonic diversity games, and

W-hedonic games. Our goal is to find strategyproof mechanisms

that output individually rational outcomes and offer nontrivial

welfare guarantees. While all classes of games we consider admit

individually rational outcomes whose welfare is within a constant

factor from optimal, our basic family of mechanisms only achieves

a linear-factor welfare approximation. However, these basic mecha-

nisms can be refined to be strategyproof, individually rational, and

to provide a constant-factor welfare approximation when consider-

ing single-peaked domains or when allowing randomization.

KEYWORDS
Algorithmic game theory, coalition formation, hedonic games,

mechanism design, strategyproofness

1 INTRODUCTION
The formation of a cohesive community is essential for the welfare

or social good of a society. It aids towards improving health [16], the

well-being of older people [17], and is a crucial in the fight against

climate change [35]. Social cohesion can be defined as the “quality

of social cooperation” [21]. We aim at a better understanding of

cooperation by studying coalition formation through the lens of

algorithmic game theory and mechanism design.

Coalition formation captures settings where a set of agents needs

to be partitioned into disjoint coalitions, and agents are endowed

with preferences over the resulting partitions. Typical examples

in the cooperative game theory literature involve dividing a set

of workers into groups performing independent tasks, or assign-

ing a set of students to group projects. However, coalition forma-

tion games also offer a representation formalism for social net-

works, where coalitions may describe communities of agents [4] or

a framework for clustering, a major task in machine learning with

far-ranging applications such as image analysis [1, 2].

We study coalition formation in the framework of hedonic games.

This model assumes that the only information relevant for agents’

preferences is the coalition they belong to, i.e., they do not care

how agents outside of their coalition partition themselves into

groups [22]. The criteria for evaluating the resulting partition in-

clude stability, i.e., absence of incentives for agents to move to a

different coalition, and optimality, i.e., global guarantees, which
can be measured, for instance, by utilitarian welfare.

Hedonic games literature typically assumes availability of full

and correct information about all agents’ preferences. However,

in practice, agents cannot always be expected to report their pref-

erences truthfully. Therefore, in this work, we take a mechanism

design perspective: our goal is to design algorithms that can find

good partitions even if agents are strategic, i.e., they may misreport

their preferences if this will lead to them being placed in a more

desirable coalition. This perspective was already present in the

early literature on hedonic games, where the goal was to identify

strategyproof mechanisms that produce stable outputs [3, 10, 15].

More recent work has focused on classes of hedonic games with

a cardinal utility representation of preferences, such as additively

separable and fractional hedonic games [25, 26, 40]. In particular,

Flammini et al. [25] and Flammini et al. [26] seek to find strate-

gyproof mechanisms whose outputs yield good approximations of

utilitarian welfare.

We complement this work by providing an in-depth investiga-

tion of classes of hedonic games in which preferences are derived

from ordinal rankings. Specifically, we study anonymous hedonic

games, hedonic diversity games, andW-hedonic games [10, 12, 15].

In these classes of games, agents submit rankings over their pre-

ferred coalition sizes, proportion of two agent types, and worst-case

coalition partners, respectively.

We want our mechanisms to satisfy three key properties: (i) strat-

egyproofness, i.e., an agent cannot misrepresent their preferences

to improve their outcome, (ii) individual rationality, i.e., an agent

likes their assigned coalition at least as much as being on their own,

and (iii) high welfare.

Since preferences in the games we consider are not directly asso-

ciated with a utility function, they lack an endogenous quantitative

measure of welfare. Hence, following a common approach in the lit-

erature on hedonic games [see, e.g., 18, 31], we exogenously assign

Borda utilities to the agents’ submitted ordinal rankings and define

the Borda welfare of an outcome of the sum of Borda utilities.
1

Beyond their intuitive appeal, using Borda utilities have signifi-

cant support as a natural and reasonable approach. Indeed, it has

recently been argued that reinforcement learning from human feed-

back aggregates over hidden contexts using the Borda rule [38],

i.e., the Borda rule emerges naturally in aggregation contexts even

without being explicitly introduced. It also admits several attractive

axiomatic characterizations [24, 32, 41].

We first show that individual rationality is compatible with a

constant-factor approximation of the Borda welfare. We then study

the compatibility of welfare guarantees with strategyproofness. For

each class of games we consider, we present a family of mecha-

nisms that are strategyproof, individually rational, and achieve a

linear-factor approximation of the maximum Borda welfare. More-

over, we carve out two possibilities to improve these mechanisms

to yield a constant-factor approximation of the maximum Borda

welfare by (1) restricting the domain to single-peaked preferences

1
Borda utilities in the presence of ordinal rankings have also been used in other areas

of social choice, such as fair division [19, 36].
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and (2) enhancing the capabilities of mechanisms by allowing for

randomization.

2 RELATEDWORK
Coalition formation is a central concern in game theory, and can

be traced back as far as to the seminal work by von Neumann and

Morgenstern [39] eight decades ago. The framework of hedonic

games is significantlymore recent, andwas introduced byDrèze and

Greenberg [22]. After key publications by Bogomolnaia and Jackson

[10], Banerjee et al. [8], and Cechlárová and Romero-Medina [15],

hedonic games have received a steady stream of attention; see the

book chapters by Aziz and Savani [6] and Bullinger et al. [13] for

an overview.

A major challenge in the anaysis of hedonic games is to de-

fine useful and computationally tractable preference representation

formalisms. This is important because agents have to express pref-

erences over all possible coalitions they can be part of, i.e., over a set

of exponential size with respect to the number of agents. Over the

years, a rich variety of succinct classes of hedonic games have been

introduced, capturing various priorities in a coalition formation

process [see, e.g., 4, 10, 12, 14, 20, 23]. The most common approach

is to ask each agent to supply a ranking over a small set of objects,

and then deduce the agent’s preferences over all possible coalitions

from that ranking. Sometimes this ranking is given by specifying

cardinal utilities for individual agents, as in additively separable

hedonic games [10] and fractional hedonic games [4]; other classes

of games rely on an ordinal ranking that is not associated explicitly

with a utility interpretation.

As described in the introduction, in our work we consider three

classes of games of the latter type, namely, anonymous hedonic

games [10], hedonic diversity games [12], andW-hedonic games

[15]. Previous research on these classes of games has focused on

identifying outcomes that satisfy stability and optimality criteria,

such as individual stability or Pareto optimality [see, e.g., 5, 7, 9, 11].

However, strategyproofness was also already considered in the early

work on anonymous hedonic games: In their concluding remarks,

Bogomolnaia and Jackson [10] warn that strategyproofness can

be a demanding desideratum as it is incompatible with individual

stability for single-peaked anonymous hedonic games. Moreover,

Cechlárová and Romero-Medina [15] also propose a class of games

based on best players, and present an algorithm similar to Gale’s

top-trading algorithm [37] that is strategyproof and yields outcomes

in the strict core.

Subsequently, strategyproofness was used for axiomatic char-

acterizations. Alcalde and Revilla [3] single out the top covering

algorithm as the only strategyproof algorithm returning stable

outcomes for a class of hedonic games based on so-called top-

responsive preferences. Further, Rodríguez-Álvarez [30] character-

izes strategyproof mechanisms on domains generalizing additively

separable hedonic games. Notably, he uses axioms similar to our

desiderata: Like us, he demands individual rationality, but, in addi-

tion, he requires a form of Pareto efficiency instead of aiming at an

approximation of welfare.

A more recent stream of work studies strategyproofness in hedo-

nic games with a cardinal utility representation, which, in contrast

to our classes of games, admit an endogenous notion of welfare.

Specifically, Wright and Vorobeychik [40] consider additively sepa-

rable hedonic games with positive utilities and bounded coalition

sizes. Flammini et al. [25, 26] are interested in strategyproof mecha-

nisms with good approximations of utilitarian welfare in additively

separable and fractional hedonic games. Since the cardinal utility

representation of these games has a direct encoding as weighted

graphs, their mechanisms make use of the combinatorial structure:

They compute partitions based on connected components or match-

ings. While matching-based algorithms turn out to perform well for

W-hedonic games, we employ novel ideas for anonymous hedonic

games and hedonic diversity games.

3 PRELIMINARIES
For a positive integer 𝑘 ∈ N, we write [𝑘] := {1, . . . , 𝑘}. Moreover,

given a strict order ≻, we write 𝑎 ⪰ 𝑏 as a shorthand for ‘𝑎 ≻ 𝑏 or

𝑎 = 𝑏’.

3.1 Hedonic Games
Hedonic games aim at partitioning a set of agents into pairwise

disjoint coalitions of agents according to the agents’ preferences.

We consider a finite set 𝑁 = {𝑎𝑖 : 𝑖 ∈ [𝑛]} of 𝑛 agents; later, we

will use the agents’ indices for the design of our mechanisms. A

nonempty subset of 𝑁 is called a coalition. A partition of 𝑁 is a

subset ℭ ⊆ 2
𝑁

such that

⋃
𝐶∈ℭ 𝐶 = 𝑁 , and for every pair of

coalitions 𝐶, 𝐷 ∈ ℭ with 𝐶 ≠ 𝐷 it holds that 𝐶 ∩ 𝐷 = ∅. We denote

the set of all partitions of 𝑁 by𝔓(𝑁 ). Given a partition ℭ ∈ 𝔓(𝑁 ),
we denote by ℭ(𝑖) the coalition containing agent 𝑖 . A coalition of

size 1 is called a singleton coalition, and the partition that consists

of singleton coalitions is called the singleton partition. The partition
{𝑁 } consisting of a single coalition is called the grand coalition.

LetN𝑖 denote the set of all possible coalitions containing agent 𝑖 ,

i.e., N𝑖 := {𝐶 ⊆ 𝑁 : 𝑖 ∈ 𝐶}. A hedonic game is defined by a pair

(𝑁,¥), where 𝑁 is a set of agents and ¥ = (¥𝑖 )𝑖∈𝑁 is a profile

of weak orders: ¥𝑖 is a weak order over N𝑖 that represents the

preferences of agent 𝑖 . These weak orders induce weak orders over

partitions of 𝑁 : we set ℭ′ ¥𝑖 ℭ if and only if ℭ′ (𝑖) ¥𝑖 ℭ(𝑖). A
coalition 𝐶 ∈ N𝑖 is said to be individually rational for agent 𝑖 if
𝐶 ¥𝑖 {𝑖}; a partition ℭ is said to be individually rational if ℭ(𝑖) is
individually rational for each 𝑖 ∈ 𝑁 . Given a partition ℭ, we denote

by I(ℭ) the set of individually rational coalitions contained in ℭ.

As |N𝑖 | = 2
𝑛−1

for all 𝑖 ∈ 𝑁 , representing ¥𝑖 explicitly is imprac-

tical for large 𝑛. Therefore, from an algorithmic perspective, it is

natural to consider classes of hedonic games that admit a succinct

encoding. In this work, we will consider three such classes, defined

below.

In anonymous hedonic games (AHGs), introduced by Bogomol-

naia and Jackson [10], the agents only care about the size of the

coalition they belong to. Formally, each agent 𝑖 ∈ 𝑁 is equipped

with a strict
2
order ≻𝑆

𝑖
over the integers in [𝑛] (superscript 𝑆 for

sizes) such that

𝐶 ¥𝑖 𝐶′
if and only if |𝐶 | ⪰𝑆

𝑖 |𝐶′ |.
Note that a strict order over coalition sizes induces a weak order

over coalitions as an agent is indifferent between any two coalitions

2
One can also define AHGs and the subsequently defined classes of hedonic games

based on weak orders. For our treatment of welfare, it is, however, preferable to assume

strict orders.
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of the same size. We represent an AHG by the pair (𝑁, ≻𝑆 ) where
≻𝑆= (≻𝑆

𝑖
)𝑖∈𝑁 is the profile of the agents’ orders over coalition

sizes.

In hedonic diversity games (HDGs), introduced by Bredereck

et al. [12], the agents are divided into two different types (or colors).
Formally, we partition 𝑁 as 𝑁 = 𝐵 ∪ 𝑅, where 𝑅 ∩ 𝐵 = ∅; the
agents in 𝐵 and 𝑅 are called blue and red agents, respectively. We

denote the cardinalities of these sets by 𝑟 := |𝑅 | and 𝑏 := |𝐵 |.
For a nonempty coalition 𝐶 ⊆ 𝑁 , let 𝑓𝐶 :=

|𝑅∩𝐶 |
|𝐶 | be the fraction

of red agents in 𝐶 . In an HDG, each agent only cares about the

proportion of red agents present in their own coalition, i.e., for

each agent 𝑖 ∈ 𝑁 there exists a strict order ≻𝐹
𝑖
over the fractions in

𝐹 :=

{
𝑝

𝑝+𝑞 : 𝑝 ∈ [𝑟 ] ∪ {0}, 𝑞 ∈ [𝑏] ∪ {0}, 𝑝 + 𝑞 ≥ 1

}
such that

𝐶 ¥𝑖 𝐶′
if and only if 𝑓𝐶 ⪰𝐹

𝑖 𝑓𝐶′ .

An HDG is said to be balanced if 𝑟 = 𝑏, i.e., if the number of

agents of different types is equal.
3
We represent an HDG by the pair

(𝑁, ≻𝐹 ) where ≻𝐹= (≻𝐹
𝑖
)𝑖∈𝑁 is the profile of the agents’ orders

over coalition ratios. Note that the fractions of 0 and 1 correspond to

coalitions consisting of only blue and only red agents, respectively.

Hence, a fraction of 0 (or 1) can never be attained by the coalition

of a red (or blue) agent and we omit them from their respective

rankings.

In W-hedonic games (WHGs), introduced by Cechlárová and

Romero-Medina [15], agents care about the worst agent in their

coalition. Formally, each agent 𝑖 ∈ 𝑁 is equipped with a strict order

≻𝐴
𝑖
over the agent set 𝑁 (including themselves). For a coalition

𝐶 ∈ N𝑖 with 𝐶 ≠ {𝑖}, we define min≻𝐴
𝑖
(𝐶) as the worst agent in

𝐶 \ {𝑖} according to ≻𝐴
𝑖
. Moreover, letmin≻𝐴

𝑖
({𝑖}) = 𝑖 . Then, agent

𝑖’s preference over coalitions in N𝑖 is defined so that

𝐶 ¥𝑖 𝐶′
if and only if min

≻𝐴
𝑖

(𝐶) ⪰𝐴
𝑖 min

≻𝐴
𝑖

(𝐶′).

In other words, agents rank coalitions by the worst agent in the

coalition excluding themselves. Thus, a nonsingleton coalition 𝐶 ∈
N𝑖 is individually rational for 𝑖 if and only if 𝑖 ranks the worst agent

in 𝐶 \ {𝑖} above themselves. We represent aW-hedonic game by

the pair (𝑁, ≻𝐴) where ≻𝐴= (≻𝐴
𝑖
)𝑖∈𝑁 is the profile of the agents’

orders over 𝑁 .

3.2 Mechanism Design and Objectives
The key idea of the mechanism design perspective on hedonic

games is that a game is not given explicitly, by listing all agents’

preferences. Instead, the agents’ preferences need to be elicited

from the agents themselves, and the agents may lie about their

preferences if they can benefit from doing so.

We now consider mechanisms for AHGs, HDGs, or WHGs; we

denote a generic game of one of these classes by (𝑁, ≻𝑋 ), where
𝑋 ∈ {𝑆, 𝐹, 𝐴}, which induces the generic hedonic game (𝑁,¥). A
(deterministic) mechanism M for a class of hedonic games (e.g.,

AHGs) elicits the agents’ preferences over the relevant set of objects

(e.g., in case of AHGs, over coalition sizes), transforms them into a

3
Note that for 𝑝,𝑞 ∈ N, 𝑝 and 𝑞 are coprime if and only if 𝑝 and 𝑝 + 𝑞 are coprime.

Moreover, the proportion of coprime numbers, i.e., the fraction of coprime pairs in

[𝑘 ] × [𝑘 ] converges to 6

𝜋2
as 𝑘 tends to infinity [29]. Hence, in balanced HDGs,

agents provide rankings over a set of Θ(𝑛2 ) alternatives.

game in that class, and maps this game to an output partition; thus,

we can view a mechanism as a mapping from games to partitions.

We denote byM(𝑁, ≻𝑋 ) ∈ 𝔓(𝑁 ) the output of the mechanismM
for game (𝑁, ≻𝑋 ).

The first property that we want a mechanism to satisfy is that

agents cannot benefit from declaring preferences different from

their true orders. Given a preference profile ≻= (≻𝑖 )𝑖∈𝑁 and a pref-

erence order ≻̂𝑖 for agent 𝑖 , we denote by (≻−𝑖 , ≻̂𝑖 ) the preference
profile where agent 𝑖 has preference order ≻̂𝑖 and, for 𝑗 ∈ 𝑁 \ {𝑖},
agent 𝑗 has preference order ≻𝑗 . A mechanismM is said to be strat-
egyproof if for every game (𝑁, ≻𝑋 ), agent 𝑖 ∈ 𝑁 , and preference

order ≻̂𝑋𝑖 , it holds that M(𝑁, ≻𝑋 ) ¥𝑖 M(𝑁, (≻𝑋−𝑖 , ≻̂
𝑋
𝑖 )). Hence,

by reporting truthfully, the agent obtains a weakly best outcome

among the ones they can achieve, holding other agents’ reports

fixed.

Our second key property is individual rationality, which we

view as a nonnegotiable requirement. A mechanismM is said to

be individually rational if for every game (𝑁, ≻𝑋 ) it holds that
M(𝑁, ≻𝑋 ) is individually rational.

Finally, we want mechanisms to provide welfare guarantees. Fol-

lowing previous work on hedonic games, we obtain a quantification

of preferences by associating to the objects in the ordinal rankings

of the agents a Borda score measuring its position from the bottom

[see, e.g., 18, 31]. More formally, we define the Borda utility of an

agent 𝑖 for a coalition 𝐶 as

𝑢𝑖 (𝐶) :=

|{𝑠 ∈ [𝑛] : |𝐶 | ≻𝑆

𝑖
𝑠}| for AHGs,

|{𝑓 ∈ 𝐹 : 𝑓𝐶 ≻𝐹
𝑖
𝑓 }| for HDGs,

|{ 𝑗 ∈ 𝑁 : min≻𝐴
𝑖
(𝐶) ≻𝐴

𝑖
𝑗}| for WHGs.

Hence, the utility of a coalition measures how many other coali-

tion sizes, coalition fractions, or agents are beaten by its own size,

fraction, or worst agent. Moreover, we define the Borda welfare of
a partition ℭ as

SW(ℭ) :=
∑︁
𝑖∈𝑁

𝑢𝑖 (ℭ(𝑖)).

Since this is the only type of utility and welfare that we consider

in this paper, we refer to Borda utilities and Borda welfare simply

as utilities and welfare, respectively.

Our welfare objective is to be as close as possible to themaximum

possible welfare. We distinguish two guarantees of how close we

are to this goal. We say that a mechanism achieves a constant-factor
approximation of the maximum welfare if there exist constants

𝛾 ≥ 1 and 𝑛0 ∈ N such that for every game (𝑁, ≻𝑋 ) with 𝑛 ≥ 𝑛0 it

holds that

𝛾 · SW(M(𝑁, ≻𝑋 )) ≥ max

ℭ∈𝔓(𝑁 )
SW(ℭ). (1)

If Equation (1) is replaced by 𝛾𝑚 · SW(M(𝑁, ≻𝑋 )) ≥
maxℭ∈𝔓(𝑁 ) SW(ℭ), we speak of a linear-factor approximation.
There,𝑚 is the number of alternatives ranked by the agents, i.e.,

𝑚 = 𝑛 for AHGs and WHGs and𝑚 = |𝐹 | − 1 = Θ(𝑛2) for HDGs.
In addition to deterministic mechanisms, we also consider ran-

domized mechanisms. A randomized mechanism can sample from

a distribution U and use the resulting random sample 𝑢 ∼ U in

its decisions; its output on a game (𝑁, ≻𝑋 ) is then a probability

distribution M(𝑁, ≻𝑋 , 𝑢) over 𝔓(𝑁 ). Note that, by fixing 𝑢, we
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transform a randomized mechanismM into a deterministic mech-

anismM𝑢 (𝑁, ≻𝑋 ) := M(𝑁, ≻𝑋 , 𝑢). We say thatM is universally
strategyproof (or universally individually rational) ifM𝑢 is strate-

gyproof (or individually rational) for each 𝑢 ∈ U. Finally, we say

that a randomized mechanism achieves a constant-factor approxi-
mation of the maximum welfare if Equation (1) holds in expectation

over U.

4 WELFARE OF INDIVIDUALLY RATIONAL
OUTCOMES

We start by investigating welfare guarantees and show that there

always exists an individually rational coalition structure that ap-

proximates the maximum welfare within a constant factor. The

proof relies on a counting argument that provides a threshold such

that some alternative within a sufficiently large set of alternative is

ranked above the threshold by a constant fraction of voters. This

is made rigorous in Lemma 4.1. All missing proofs here and in the

following can be found in the appendix.

Lemma 4.1. Let 𝑀 be a set of 𝑚 alternatives. Let 𝛼, 𝛽 ∈ (0, 1)
and 𝐻 ⊆ 𝑀 be a subset of alternatives with |𝐻 | ≥ ⌈𝛼𝑚⌉. Set 𝛾 =

(1 − 𝛼) + 𝛼𝛽 . Then, in every game where 𝑛 agents provide rankings
over𝑀 , some alternative in 𝐻 is ranked in position at most ⌈𝛾𝑚⌉ by
at least 𝛽𝑛 agents.

We use Lemma 4.1 to show the existence of individually ratio-

nal coalition structures with a constant-factor approximation of

the maximum welfare. To apply Lemma 4.1, we consider a set 𝐻

consisting of coalition sizes or coalition fractions that lead to small

coalitions. Hence, one such size or fraction has to be ranked high

by a constant fraction of agents. We can use it to extract a partition

of high welfare. We illustrate the idea with the proof for AHGs and

defer the case of HDGs to the appendix.

Theorem 4.2. For AHGs (or balanced HDGs), there exists an indi-
vidually rational partition that achieves a constant-factor approxi-
mation of the maximum welfare.

Proof for AHGs. In these games, agents provide rankings of

length 𝑛. Since the maximum welfare is bounded by 𝑛(𝑛 − 1), it
suffices to prove the existence of an individually rational partition

with a welfare of Θ(𝑛2).
Consider the set 𝐻 =

[⌈
𝑛
4

⌉]
. By Lemma 4.1 for 𝛼 = 1

4
and

𝛽 = 1

2
, some coalition size 𝑠 ∈ 𝐻 is ranked at position at most⌈

7

8
𝑛
⌉
by at least

𝑛
2
agents. Assume first that at least half of these

𝑛
2
agents, i.e., at least

𝑛
4
agents prefer 𝑠 to a coalition size of 1.

Since 𝑠 ≤
⌈
𝑛
4

⌉
, we can place at least half of these

𝑛
4
agents, i.e., a

total of
𝑛
8
agents, to individually rational coalitions of size 𝑠 . This

achieves a welfare of at least
𝑛
8

⌊
1

8
𝑛
⌋
= Θ(𝑛2). Otherwise, there

are at least
𝑛
4
agents that achieve a utility of

⌊
1

8
𝑛
⌋
in a singleton

coalition, and then the singleton partition achieves a welfare of at

least
𝑛
4

⌊
1

8
𝑛
⌋
= Θ(𝑛2). □

We remark that the assumption that HDGs are balanced is cru-

cial for achieving high welfare in HDGs. Otherwise, imposing the

requirement of individual rationality may lower the welfare by a

factor that is linear in 𝑛.

. . .
ratios

.
.
.

Borda utility

0 1

𝑛
1

𝑛−1
1

3

1

2

1

0

1

𝑛 − 1

𝑢𝑎1

𝑢𝑖 , 𝑖 ≠ 𝑎1

Figure 1: Visualization of Borda utilities in Example 4.3.

Example 4.3. Consider an HDG with 𝑛 agents: one red agent 𝑎1
and 𝑛 − 1 blue agents. Their Borda utilities are depicted in Figure 1.

The red agent 𝑎1 prefers larger over smaller fractions, i.e., their top-

ranked fraction is 1. Then the only individually rational coalition

for 𝑎1 is the singleton coalition. If this coalition forms, then all

other agents are in coalitions of ratio 0 since they are all blue.

Suppose that all blue agents prefer smaller ratios to larger ratios,

except for a ratio of 0, which is the least preferred. That is, we have

1

𝑛 ≻𝐹
𝑖

1

𝑛−1 ≻𝐹
𝑖
· · · ≻𝐹

𝑖
1

3
≻𝐹
𝑖

1

2
≻𝐹
𝑖
0 for 𝑖 ∈ 𝑁 \ {𝑎1}. Then, the

welfare in every individually rational coalition structure is 𝑛 − 1,

whereas the welfare of the grand coalition is (𝑛 − 1)2. ◁

For WHGs, the technique used for deriving Theorem 4.2 no

longer works: Knowing that one agent (say, 𝑎) is ranked highly

by many agents does not imply that we can create a large individ-

ually rational coalition in which each agent achieves the utility

associated with 𝑎: When forming large coalitions including 𝑎, the

coalition members can negatively influence each other’s utility. In

fact, determining large individually rational coalitions (even when

containing a specific agent) is computationally hard, even when

only an approximation is required, see Appendix B. Still, we obtain

a result analogous to Theorem 4.2 with a different proof technique:

our algorithm finds a matching of the agents that achieves high

welfare.

More precisely, our algorithm considers agents one by one and

forms singleton coalitions of high utility or individually rational

pairs that yield high utility for one of its members. This part is called

the main stage of the algorithm. After the main stage, we form

singleton coalitions with the agents not assigned to coalitions, yet.

Clearly, the resulting partition is individually rational. Moreover,

it can have high welfare for two reasons. First, if we create many

coalitions in the main stage, we immediately have a high welfare.

Second, we can have a large number of agents not assigned to

coalitions in the main stage. These agents do not form individually

rational coalitions with a large fraction of other agents. Hence,

accumulating these large fractions achieves a high welfare because

of individual rationality.

Theorem 4.4. For WHGs, there exists an individually rational par-
tition that achieves a constant-factor approximation of the maximum
welfare.

5 STRATEGYPROOF MECHANISMS
For the remainder of the paper, our goal is to come up with strate-

gyproof mechanisms. In addition, we demand individual rationality.

One easy way to achieve this is to always output the singleton
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partition. However, this does not offer any worst-case welfare guar-

antees. Hence, our third goal is approximation guarantees regarding

welfare.

5.1 General Deterministic Mechanisms
We first define a simple class of mechanisms for AHGs, which we

will repeatedly consider throughout the paper.

Mechanism M AHG
𝑥 . Let 𝑥 ∈ [𝑛] \ {1}. The mechanism M AHG

𝑥

proceeds as follows. First, it identifies the set 𝑆𝑥 := {𝑖 ∈ 𝑁 : 𝑥 ≻𝑆
𝑖
1}.

Let 𝑠𝑥 := |𝑆𝑥 |. Then, M AHG
𝑥 picks the 𝑥 ·

⌊ 𝑠𝑥
𝑥

⌋
agents in 𝑆𝑥 with

the lowest indices, and places them into

⌊ 𝑠𝑥
𝑥

⌋
coalitions of size 𝑥 .

The remaining agents are placed in singleton coalitions.

We will now consider the properties of mechanisms of this form.

Proposition 5.1. For 𝑥 ∈ [𝑛] \ {1}, the mechanism M AHG
𝑥 for

AHGs is strategyproof, individually rational, and achieves a welfare
of at least 𝑛 − 𝑥 + 1.

Proof. Individual rationality is straightforward because every

agent can only be in a coalition of size 𝑥 or of size 1, and the former

is only possible for agents 𝑖 with 𝑥 ≻𝑆
𝑖
1.

For strategyproofness, note that every agent ends up in a coali-

tion of size 𝑥 or of size 1. Also, the mechanism only relies on the

preferences concerning these coalition sizes. Consider an agent 𝑖 . If

𝑖 reports that they prefer 1 to 𝑥 , they are guaranteed to end up in a

singleton coalition. Hence, if 𝑖’s truthful preference is 1 ≻𝑖 𝑥 then 𝑖

ends up in a coalition of their preferred size, out of the two possible

options. Further, if 𝑥 ≻𝑖 1, then 𝑖 can only change the outcome

(relative to truthful reporting) if they report that they prefer 1 to 𝑥 .

But then they will end up in a singleton coalition, which is not an

improvement. Hence, the mechanism is strategyproof.

Finally, we consider welfare. Note that the utility can only be 0

for an agent that prefers 𝑥 to 1 but is placed in a singleton coalition.

As there can be at most 𝑥 − 1 such agents and the utility of all other

agents is at least 1, the claim follows. □

Notably, our bound on the welfare is tight. In an instance where

all agents rank 1 and 𝑥 in the last two positions, and 𝑛−𝑥 +1 agents
rank 1 before 𝑥 ,M AHG

𝑥 creates the singleton partition and achieves

a welfare of 𝑛 − 𝑥 + 1.

Moreover, M AHG
2

achieves a welfare of 𝑛 − 1, which is only a

linear factor worse than the maximum welfare, which is bounded

by 𝑛(𝑛 − 1) in any instance.

Corollary 5.2. There exists a strategyproof and individually rational
mechanism for AHGs that achieves a linear-factor approximation of
the maximum welfare.

A similar class of mechanisms can be defined for HDGs. There,

we form one coalition that is as large as possible subject to satisfying

a given ratio of red and blue agents.

MechanismM HDG
𝑓

. Given an HDG, let 𝑓 ∈ 𝐹 \{0, 1} be a feasible
fraction not corresponding to a singleton coalition. Suppose that

𝑓 = 𝑟 ′

𝑟 ′+𝑏′ where 𝑟
′ ∈ [𝑟 ], 𝑏′ ∈ [𝑏], and 𝑟 ′ and 𝑏′ are coprime. The

mechanismM HDG
𝑓

proceeds as follows.

First, it identifies 𝑅𝑓 := {𝑟 ∈ 𝑅 : 𝑓 ≻𝑟 1} and 𝐵𝑓 := {𝑏 ∈ 𝐵 : 𝑓 ≻𝑏
0}. Let 𝛼 𝑓 := max{𝛼 ∈ N : 𝛼𝑟 ′ ≤ |𝑅𝑓 |, 𝛼𝑏′ ≤ |𝐵𝑓 |}. Hence, we

have sufficiently many agents in 𝑅𝑓 and 𝐵𝑓 to form a coalition

of proportion 𝑓 with 𝛼𝑟 ′ red and 𝛼𝑏′ blue agents, but no larger

individually rational coalition of this proportion can be formed.

Let 𝑅𝑓 be the 𝛼𝑟
′
agents in 𝑅𝑓 with smallest indices. Similarly, let

�̂�𝑓 be the 𝛼𝑏′ agents in 𝐵𝑓 with smallest indices. The mechanism

M HDG
𝑓

then forms the coalition 𝑅𝑓 ∪ �̂�𝑓 , and places all other agents

into singleton coalitions.

Proposition 5.3 shows that M HDG
𝑓

achieves a combination of

desirable properties that is similar to that ofM AHG
𝑥 .

Proposition 5.3. Let 𝑟 ′ ∈ [𝑟 ] and 𝑏′ ∈ [𝑏] be coprime, and set
𝑓 = 𝑟 ′

𝑟 ′+𝑏′ . Then the mechanism M HDG
𝑓

for HDGs is strategyproof,
individually rational, and achieves a welfare of at least𝑛−max{|𝑅𝑓 |+
𝑏′ − 1, |𝐵𝑓 | + 𝑟 ′ − 1}.

Proof. The proof of individual rationality and strategyproofness

is analogous to the respective proofs in Proposition 5.1.

For the bound on the welfare, first observe that every agent in

𝑁 \(𝑅𝑓 ∪𝐵𝑓 ) achieves a utility of 1. Moreover, by construction of the

coalition 𝑅𝑓 ∪�̂�𝑓 , it holds that |𝐵𝑓 \�̂�𝑓 | ≤ 𝑏′−1 or |𝑅𝑓 \𝑅𝑓 | ≤ 𝑟 ′−1.
Hence, at mostmax{|𝑅𝑓 | +𝑏′−1, |𝐵𝑓 | +𝑟 ′−1} agents in 𝑅𝑓 ∪𝐵𝑓 do

not achieve a utility of at least 1. Note that this proof in particular

includes the case where 𝑅𝑓 = ∅ or 𝐵𝑓 = ∅. For instance, if 𝑅𝑓 = ∅,
then |𝑅𝑓 \ 𝑅𝑓 | = 0 ≤ 𝑟 ′ − 1, and at most |𝐵𝑓 | ≤ |𝐵𝑓 | + 𝑟 ′ − 1 agents

do not achieve a welfare of 1. □

Again, the bound on the welfare is tight. More precisely, there

are instances whereM HDG
𝑓

only achieves a welfare of 𝑛 −max{𝑟 +
𝑏′ − 1, 𝑏 + 𝑟 ′ − 1}. For instance, if 𝑟 + 𝑏′ − 1 ≥ 𝑏 + 𝑟 ′ − 1, consider

an instance where 𝑅𝑓 = 𝑅 and 𝐵𝑓 contains exactly 𝑏′ − 1 agents.

It may appear that the bound on the welfare established in Propo-

sition 5.3 is quite weak. Nevertheless, M HDG
1/2 achieves reasonably

good welfare that is, in particular, a linear-factor approximation of

the maximum welfare for balanced HDGs.

Corollary 5.4. There exists a strategyproof and individually rational
mechanism for HDGs that achieves a welfare of 𝑛 −max{𝑟, 𝑏}.

For WHGs, there does not seem to be a natural analogue of the

mechanisms M AHG
𝑥 and M HDG

𝑓
. First, this leads to similar com-

putational boundaries as discussed before Theorem 4.4 and made

rigorous in Appendix B: We cannot simply fix some agent 𝑎 and effi-

ciently determine a large individually rational coalition containing

this agent. Moreover, even if we were able to perform this com-

putational task, creating such a coalition raises strategyproofness

concerns because the utility of 𝑎 depends on the composition of

their coalition. Instead, we obtain strategyproofness by starting

with a fixed coalition structure (chosen independently of agents’

preferences), checking which of the coalitions in that coalition struc-

ture are individually rational (based on the reported preferences),

and then keeping these coalitions and splitting all other coalitions

into singletons.

Mechanism MWHG
ℭ∗ . Let ℭ∗

be any coalition structure. Recall

that I(ℭ∗) is the set of individually rational coalitions in ℭ∗
. Then,

the mechanism MWHG
ℭ∗ creates the coalition structure I(ℭ∗) ∪

{{𝑖} : 𝐶 ∈ ℭ∗ \ I(ℭ∗), 𝑖 ∈ 𝐶}.
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Proposition 5.5. Let ℭ∗ be a partition. The mechanism MWHG
ℭ∗ is

strategyproof, individually rational, and achieves a welfare of at least
|{𝐶 ∈ ℭ∗

: |𝐶 | > 1}|.

Proof. Individual rationality of MWHG
ℭ∗ follows from its defini-

tion. For strategyproofness, we observe that any report of an agent

can only lead to two outcomes: being placed in their coalition in ℭ∗

or being placed in a singleton coalition. If their coalition in ℭ∗
is not

individually rational for another agent, the agent’s report has no

impact and reporting strategically cannot improve their outcome.

Otherwise, the agent accomplishes the more preferred outcome

among the two possible ones by reporting truthfully. Hence, the

mechanism is strategyproof.

For the welfare bound, consider any coalition 𝐶 ∈ ℭ∗
with

|𝐶 | > 1. If𝐶 ∈ I(ℭ∗), then all agents in𝐶 have a utility of at least 1.

Otherwise, there exists at least one agent in𝐶 that receives a utility

of at least 1 in a singleton coalition. □

Once again, we obtain a linear-factor welfare approximation for

a suitable parameter of this mechanism. Since the welfare of the

produced partitions depends on the number of proposed nonsin-

gleton coalitions, we can simply propose a large matching. Given a

hedonic game, we define the matching partition

𝔐 :=

{{
{𝑎2𝑖−1, 𝑎2𝑖 } : 1 ≤ 𝑖 ≤ 𝑛

2

}
if 𝑛 is even,{

{𝑎2𝑖−1, 𝑎2𝑖 } : 1 ≤ 𝑖 ≤ 𝑛−1
2

}
∪ {{𝑎𝑛}} if 𝑛 is odd.

By consideringMWHG
𝔐

, we obtain the following corollary.

Corollary 5.6. There exists a strategyproof and individually rational
mechanism for WHGs that achieves a linear-factor approximation of
the maximum welfare.

5.2 Constant-Factor Welfare Approximation
In Section 5.1, we have seen simple mechanisms that combine strat-

egyproofness and individual rationality while achieving a linear-

factor approximation of the maximum welfare. However, in Sec-

tion 4, we have shown that individual rationality is compatible

with a constant-factor welfare approximation. Therefore, a natural

follow-up question is whether there exist strategyproof and individ-

ually rational mechanisms with a constant-factor approximation

of the maximum welfare. While we leave the ultimate answer to

this question open, we show two weaker possibility results: one

for the case of single-peaked domains and one for randomized

mechanisms.

5.2.1 Single-Peaked Preferences. A frequently considered prefer-

ence restriction is single-peakedness. Intuitively, in a single-peaked

AHG, an agent has a most preferred coalition size, i.e., their peak.

Moreover, when comparing two coalition sizes on the same side

of the peak, they prefer the one closer to the peak. For HDGs

and WHGs, the definition is similar, but formulated in terms of

coalition ratios and agent indices, respectively. It is well known

from the social choice literature that single-peakedness can lead to

strategyproofness [28]. Moreover, this preference restriction seems

natural and has been studied for both AHGs and HDGs [10–12].

For WHGs it could be interpreted as saying that agents are ordered

by some qualitative intrinsic feature, e.g., how competitive they

are.

Formally, an AHG (resp., HDG) is said to be single-peaked if for

every agent 𝑖 ∈ 𝑁 there exists a coalition size 𝑝𝑖 ∈ [𝑛] (resp., a
coalition ratio 𝑝𝑖 ∈ 𝐹 ) such that for all 𝑥,𝑦 ∈ [𝑛] (resp., 𝑥,𝑦 ∈ 𝐹 )

with 𝑥 < 𝑦 ≤ 𝑝𝑖 or 𝑝𝑖 ≥ 𝑦 > 𝑥 , it holds that 𝑦 ≻𝑆
𝑖
𝑥 (or 𝑦 ≻𝐹

𝑖
𝑥).

Moreover, aWHG is said to be single-peaked if for every agent 𝑖 ∈ 𝑁

there exists an agent index 𝑝𝑖 ∈ [𝑛] such that for all 𝑥,𝑦 ∈ [𝑛] with
𝑥 < 𝑦 ≤ 𝑝𝑖 or 𝑝𝑖 ≥ 𝑦 > 𝑥 , it holds that 𝑎𝑦 ≻𝐴

𝑖
𝑎𝑥 .

We will now investigate the performance of the mechanisms

in Section 5.1 on single-peaked instances. For AHGs, we observe

that all agents achieve a high utility for the coalition size

⌊
𝑛
2

⌋
.

Similarly, all agents in balanced HDGs obtain a high utility for the

fraction
1

2
. Hence, we obtain a constant-factor approximation by

consideringM AHG
⌊ 𝑛
2
⌋ andM HDG

1

2

. For WHGs, we show thatMWHG
𝔐

has the desired welfare guarantee when applied to single-peaked

instances.

Theorem 5.7. There is a strategyproof and individually rational
mechanism for single-peaked AHGs (or single-peaked, balanced HDGs,
or single-peaked WHGs) that achieves a constant-factor approxima-
tion of the maximum welfare.

Proof. We start with the consideration of AHGs. Let M =

M AHG
⌊ 𝑛
2
⌋ . By Proposition 5.1, M is strategyproof and individually

rational. Hence, we only have to prove our claim about its welfare

approximation guarantee.

The key insight is that, for single-peaked preferences, every

agent achieves a utility of at least

⌊
𝑛
2

⌋
− 1 for the coalition size⌊

𝑛
2

⌋
. This is true because there are

⌊
𝑛
2

⌋
− 1 smaller and

⌈
𝑛
2

⌉
≥

⌊
𝑛
2

⌋
larger coalition sizes. Moreover, for single-peaked preferences,

⌊
𝑛
2

⌋
is more preferred than all smaller or all larger sizes.

If an agent prefers the coalition size 1 over

⌊
𝑛
2

⌋
, then they achieve

a utility of at least

⌊
𝑛
2

⌋
in the coalition structure produced byM.

Moreover, at most

⌊
𝑛
2

⌋
− 1 of the agents preferring

⌊
𝑛
2

⌋
over 1

are assigned to a singleton coalition. All other agents with these

preferences are assigned to a coalition of size

⌊
𝑛
2

⌋
and therefore

achieve a utility of at least

⌊
𝑛
2

⌋
− 1. Hence, together, the partition

produced byM has a welfare of at least(
𝑛 −

( ⌊𝑛
2

⌋
− 1

)) ( ⌊𝑛
2

⌋
− 1

)
≥ 𝑛2

4

− 9

4

.

Since the maximum welfare is 𝑛(𝑛 − 1), this yields a constant-
factor approximation to the maximum welfare.

Next, we consider HDGs, for whichwe analyzeM HDG
1

2

. By Propo-

sition 5.3, we only have to prove the welfare guarantee ofM HDG
1

2

.

For balanced HDGs, exactly half of the fractions in 𝐹 \ {0, 1
2
, 1} are

smaller and larger than
1

2
. Hence, for single-peaked preferences,

every agent achieves at least a utility of
|𝐹 |−3
2

when assigned to a

coalition of proportion
1

2
or when preferring a singleton coalition

over the fraction
1

2
.

Since this happens to all agents of at least one type, the partition

produced by M HDG
1

2

achieves a welfare of at least
𝑛
2

|𝐹 |−3
2

. Since

the maximum welfare of any partition is bounded by 𝑛( |𝐹 | − 1),
it follows that M HDG

1

2

is a constant-factor approximation of the

maximum welfare.
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Finally, we consider WHGs. We show that MWHG
𝔐

fulfills the

desired properties. By Proposition 5.5, we only have to prove the

welfare guarantee. Let 𝑖 ∈
[ ⌊

𝑛
4

⌋ ]
. Then, there are at least 2𝑖 − 2

agents with lower index than 𝑎2𝑖−1’s potential partner 𝑎2𝑖 in 𝔐.

Moreover, there are at least
𝑛
2
agents with higher index than 𝑎2𝑖 . By

single-peakedness, 𝑎2𝑖−1 and 𝑎2𝑖 each achieve a utility of at least

𝑖 − 2 in 𝔐. If, however, {𝑎2𝑖−1, 𝑎2𝑖 } ∉ I(𝔐), then at least one of

𝑎2𝑖−1 and 𝑎2𝑖 achieves a utility of at least 2𝑖 − 1 in the partition

produced byMWHG
𝔐

. Hence, the welfare of this partition is at least

⌊ 𝑛
4
⌋∑︁

𝑖=1

2𝑖 − 1 ≥
𝑛
4
−1∑︁

𝑖=1

2𝑖 − 1 =
1

16

(𝑛 − 4)2.

Since the maximum welfare of any partition is bounded by 𝑛(𝑛−
1), it follows that M HDG

𝔐
is a constant-factor approximation of the

maximum welfare. □

We can prove an analogue of Theorem 5.7 for AHGs with single-
crossing preferences—another prominent domain restriction in social

choice [33]. Even though this preference restriction is less well-

studied than single-peakedness, the study of mechanism design for

single-crossing instances offers additional insights into the power

and limitations of strategyproof mechanisms. We defer the formal

treatment of this setting to Appendix C.

5.2.2 Randomized Mechanisms. Instead of restricting the domain

on which our mechanisms have to exhibit desirable properties, we

can increase the capabilities of the mechanisms we consider. One

popular way of doing so is to investigate mechanisms that use

randomization. It turns out that this approach, too, enables us to

simultaneously achieve strategyproofness, individual rationality,

and a constant-factor approximation of the maximum welfare.

The idea is to run our previously proposed mechanisms M AHG
𝑥 ,

M HDG
𝑓

, and MWHG
ℭ∗ with parameters 𝑥 , 𝑓 , and ℭ∗

drawn from

a carefully designed distribution. We can then apply techniques

similar to the ones in the proof of Theorem 4.2 to derive the welfare

bound. For AHGs and HDGs, we achieve high expected welfare

when running the respective mechanisms for a sufficiently large

proportion of the possible parameters. For WHGs, we use a random

matching as our starting point.

Theorem 5.8. There exists a randomized mechanism for AHGs
(or balanced HDGs or WHGs) that is universally strategyproof, uni-
versally individually rational, and achieves a constant-factor approx-
imation of the maximum welfare.

Proof. We first consider AHGs. Set 𝑠 :=
⌊
𝑛
4

⌋
. Our randomized

mechanism first selects 𝑥 ∈ [𝑠] uniformly at random and then

executes M AHG
𝑥 for the selected 𝑥 , where M AHG

1
is defined as the

mechanism that simply selects the singleton partition. By Proposi-

tion 5.1, the mechanism is strategyproof and individually rational

for every outcome of the randomization and therefore universally

strategyproof and universally individually rational.

It remains to prove the bound on the welfare. By Lemma 4.1, for

every subset 𝐻 of

⌈
𝑛
8

⌉
alternatives, there exists 𝛾 ∈ (0, 1) such that

at least one alternative in 𝐻 is ranked in position at most ⌈𝛾𝑛⌉ by
at least

𝑛
2
agents. Let 𝑇 ⊆ [𝑠] be the subset of [𝑠] of alternatives

that are ranked in position at most ⌈𝛾𝑛⌉ by at least
𝑛
2
agents. By

the choice of 𝛾 , we have that | [𝑠] \ 𝑇 | ≤
⌈
𝑛
8

⌉
− 1 ≤

⌊
𝑛
8

⌋
. Hence,

|𝑇 | ≥
⌊
𝑛
4

⌋
−
⌊
𝑛
8

⌋
.

Now, consider a fixed alternative 𝑥 ∈ 𝑇 . Then, from the (at least)

𝑛
2
agents ranking 𝑥 in position at most ⌈𝛾𝑛⌉, at least 𝑛

2
− 𝑥 + 1 ≥

𝑛
2
−𝑠+1 > 𝑛

4
receive a utility of at least𝑛−⌈𝛾𝑛⌉. Hence, the expected

welfare of the partition produced by our randomized mechanism is

at least

|𝑇 |
𝑠

𝑛

4

(𝑛 − ⌈𝛾𝑛⌉) =
⌊
𝑛
4

⌋
−
⌊
𝑛
8

⌋⌊
𝑛
4

⌋ 𝑛

4

(𝑛 − ⌈𝛾𝑛⌉) = Θ(𝑛2).

Since the maximumwelfare that can be achieved by any partition

is 𝑛(𝑛 − 1), this proves the assertion.
We now consider balanced HDGs. Consider

𝐻 :=

{
𝑝

𝑝 + 𝑞 : 1 ≤ 𝑝, 𝑞 ≤ 𝑛

8

}
.

Our randomized mechanism first selects 𝑓 ∈ 𝐻 uniformly at

random and then executes M HDG
𝑓

. By Proposition 5.3, the mecha-

nism is strategyproof and individually rational for every outcome

of the randomization and therefore universally strategyproof and

universally individually rational.

It remains to consider the welfare bound. Since the proportion

of coprime numbers converges to
6

𝜋2
[29, see also Footnote 3], we

know that there exists𝑛0 ∈ N and𝛼 ∈ (0, 1) such that 1
2
|𝐻 | ≥ ⌈𝛼𝑛2⌉

for all 𝑛 ≥ 𝑛0. Hence, by Lemma 4.1, there exists 𝛾 ∈ (0, 1), such
that, whenever there are 𝑛 ≥ 𝑛0 agents, for every subset 𝑈 ⊆ 𝐻

with |𝑈 | ≥ 1

2
|𝐻 | some fraction 𝑓 ∈ 𝑈 is ranked in position at most

⌈𝛾 |𝐹 |⌉ by at least
7𝑛
8
agents.

Now, consider a given HDG (𝑁, ≻𝐹 ) and let𝑇 ⊆ 𝐻 be the subset

of fractions that are ranked in position at most ⌈𝛾 |𝐹 |⌉ by at least

7𝑛
8
agents. By our choice of 𝛾 , it holds that |𝑇 | ≥ 1

2
|𝐻 |.

We now show that M HDG
𝑓

(𝑁, ≻𝐹 ) achieves a high welfare for

every fraction 𝑓 ∈ 𝑇 . This implies the desired bound because we

runM HDG
𝑓

for some 𝑓 ∈ 𝑇 with probability at least
1

2
.

Let 𝑓 ∈ 𝑇 and let 𝑁𝑓 ⊆ 𝑁 be the set of agents that rank 𝑓 in

position at most ⌈𝛾 |𝐹 |⌉. Recall that |𝑁𝑓 | ≥ 7𝑛
8
. Hence, because the

game is balanced, 𝑁𝑓 contains at least
3𝑛
8
agents of each type.

Assume first that at least half of the blue agents and half of the

red agents in 𝑁𝑓 prefer a proportion of 𝑓 to being in a singleton

coalition. Hence, there are at least
3𝑛
16

such agents of each type.

Recall that M HDG
𝑓

forms an individually rational coalition 𝐶 of

ratio 𝑓 that is as large as possible. By design of the set 𝐻 , we can

enlarge 𝐶 whenever we have
𝑛
8
agents of each type that are in 𝑁𝑓

but not added to 𝐶 . Hence, there exists a type of which at least
𝑛
16

agents are in 𝐶 and in 𝑁𝑓 . Since each of these agents achieves a

utility of ⌊(1 − 𝛾) |𝐹 |⌋, it holds that

SW(M HDG
𝑓

(𝑁, ≻𝐹 )) ≥ 𝑛

16

⌊(1 − 𝛾) |𝐹 |⌋. (2)

Otherwise, it is the case that at least half of the blue or half of

the red agents in𝑀 , i.e., a total number of at least
3𝑛
16

agents rank

a singleton coalition above a coalition of ratio 𝑓 . By our choice of

𝑓 , each of these agents achieves a utility of at least ⌊(1 − 𝛾) |𝐹 |⌋ in
an individually rational partition. Hence, since M HDG

𝑓
(𝑁, ≻𝐹 ) is
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individually rational, we conclude that

SW(M HDG
𝑓

(𝑁, ≻𝐹 )) ≥ 3𝑛

16

⌊(1 − 𝛾) |𝐹 |⌋. (3)

Combining Equations (2) and (3), we obtain

E[SW] ≥ |𝑇 |
|𝐻 |

𝑛

16

⌊(1 − 𝛾) |𝐹 |⌋ ≥ 𝑛

32

⌊(1 − 𝛾) |𝐹 |⌋.

Since the maximum welfare is bounded by 𝑛( |𝐹 | − 1), we conclude
that our randomized mechanism achieves a constant-factor approx-

imation of the maximum welfare.

Finally, we consider WHGs. We define a randomized algorithm

MWHG
𝑟𝑎𝑛𝑑

forW-hedonic games. First,MWHG
𝑟𝑎𝑛𝑑

selects a permutation

𝜎 : [𝑛] → [𝑛] uniformly at random. Define

𝔐𝜎 :=

{{
{𝑎𝜎 (2𝑖−1) , 𝑎𝜎 (2𝑖 ) } : 1 ≤ 𝑖 ≤ 𝑛

2

}
if 𝑛 even,{

{𝑎𝜎 (2𝑖−1) , 𝑎𝜎 (2𝑖 ) } : 1 ≤ 𝑖 ≤ 𝑛−1
2

}
∪ {{𝑎𝜎 (𝑛) }} if 𝑛 odd.

In other words,𝔐𝜎 essentially is a uniformly selected matching

among all maximal matchings. Then,MWHG
𝑟𝑎𝑛𝑑

runsMWHG
𝔐𝜎

. Note

that 𝜎 can be sampled efficiently by uniformly selecting agents one

by one from the nonselected agents.

By Proposition 5.5, the mechanism is strategyproof and individu-

ally rational for every outcome of the randomization and therefore

universally strategyproof and universally individually rational. It

remains to prove the desired guarantee for the welfare.

Consider a WHG (𝑁, ≻𝐴) and let ℭ := MWHG
𝑟𝑎𝑛𝑑

(𝑁, ≻𝐴) be the
random partition produced by our mechanism.

In the random matching (before transitioning to individually

rational coalitions), each agent ismatchedwith any other agentwith

equal probability, and, if the number of agents is odd, this also equals

the probability of being the unique agent in a singleton coalition.

Hence, if 𝑛 is odd, then E𝜎 [SW(𝔐𝜎 )] = 𝑛 1

𝑛

∑𝑛
𝑖=1 𝑖 − 1 =

𝑛 (𝑛−1)
2

.

Moreover, if 𝑛 is even, then, with equal probability an agent has

a utility equal to every number in {0, 1, . . . , 𝑛 − 1} except for the
number corresponding to a singleton coalition. Bounding with the

case where a singleton coalition gives a utility of 𝑛 − 1, we estimate

E𝜎 [SW(𝔐𝜎 )] ≥ 𝑛 1

𝑛−1
∑𝑛−1
𝑖=1 𝑖 − 1 =

𝑛 (𝑛−2)
2

.

Together, we have shown that

E𝜎 [SW(𝔐𝜎 )] ≥
𝑛(𝑛 − 2)

2

. (4)

We want to compute the welfare achieved by our mechanism

by subtracting the loss in welfare due to not individually rational

coalitions.

Assume first that
𝑛
10

agents receive a utility of at least
𝑛
10

when assigned to a singleton coalition. Then, since the mecha-

nism is universally individually rational, it immediately follows

that E𝜎 [SW(ℭ)] ≥ 𝑛2

100
.

Hence, we may assume that at least
9𝑛
10

agents receive a utility

of less than
𝑛
10

from being in a singleton coalition. Our strategy is

to consider the welfare achieved by 𝔐𝜎 as computed above and

to subtract the loss caused by dissolving some of the coalitions

because of them not being individually rational for some of their

members.

There are a total of at most
9𝑛
10

𝑛
10

+ 𝑛
10
𝑛 ≤ 1

5
𝑛2 coalitions that

can be dissolved. The first part of this sum accounts for the
9𝑛
10

agents for which at most
𝑛
10

other agents are less preferred than

being in a singleton coalition. For the remaining
𝑛
10

agents, it is

possible that all coalitions containing them get dissolved. Each

dissolved coalition can cause a loss in welfare of at most 2(𝑛 − 1).
Moreover, if 𝑛 is even, then each coalition (of size 2) occurs in 𝔐𝜎

with probability
1

𝑛−1 and if 𝑛 is odd, then each pair coalition occurs

in𝔐𝜎 with probability
1

𝑛 .

We conclude that

E𝜎 [SW(ℭ)] ≥ E𝜎 [SW(𝔐𝜎 )] −
1

𝑛 − 1

𝑛2

5

2(𝑛 − 1)

≥ 𝑛(𝑛 − 2)
2

− 2

5

𝑛2 = Θ(𝑛2).

The second inequality follows from Equation (4). Since the wel-

fare of any outcome is bounded by 𝑛2, we conclude that MWHG
𝑟𝑎𝑛𝑑

achieves the desired welfare approximation. □

6 CONCLUSION
We have studied mechanisms for anonymous hedonic games, he-

donic diversity games, and W-hedonic games. Our goal was to

achieve strategyproofness, individual rationality, and good welfare

guarantees. In a general voting setting, the famous theorem by

Gibbard [27] and Satterthwaite [34] states that strategyproof vot-

ing rules are dictatorial or are duple, i.e., limit the choice to two

alternatives only. Our mechanisms are similar in spirit to duple

rules: for each voter, only the preference over two possible (sets of)

outcomes matters. One of these outcomes always corresponds to

being in a singleton coalition.

In contrast, dictatorships do not seem to lead to strategyproof and

individually rational rules in our setting. This is because following

the dictator’s wishes may result in outcomes that are not individu-

ally rational for other agents. If the top choice of the dictator is only

implemented if it leads to an individually rational outcome, the

dictator has an incentive to manipulate their top choice. Finally, im-

plementing the best choice of the dictator leading to an individually

rational outcome causes incentives for other agents to manipulate

the set of individually rational outcomes.

Our duple mechanisms are strategyproof and individually ra-

tional while providing a linear-factor approximation of the maxi-

mum welfare. If we restrict attention to single-peaked domains or

if we allow randomized mechanisms, we even obtain a constant-

factor approximation of the maximum welfare. It is an intriguing

open question whether deterministic strategyproof mechanisms

can achieve a constant-factor approximation on the full preference

domains. Another direction for future research is to study the com-

patibility of strategyproofness with objectives beyond welfare, such

as fairness.
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APPENDIX
In the appendix, we provide proofs missing in the main paper as

well as additional results.

A MISSING PROOFS IN SECTION 4
We start with the counting lemma that is useful for deriving welfare

possibilities.

Lemma 4.1. Let 𝑀 be a set of 𝑚 alternatives. Let 𝛼, 𝛽 ∈ (0, 1)
and 𝐻 ⊆ 𝑀 be a subset of alternatives with |𝐻 | ≥ ⌈𝛼𝑚⌉. Set 𝛾 =

(1 − 𝛼) + 𝛼𝛽 . Then, in every game where 𝑛 agents provide rankings
over𝑀 , some alternative in 𝐻 is ranked in position at most ⌈𝛾𝑚⌉ by
at least 𝛽𝑛 agents.

Proof. Assume that𝑀 ,𝐻 , 𝛼 , and 𝛽 are given like in the assump-

tions of the lemma.

Assume for contradiction that every alternative in 𝐻 is ranked

in position at most ⌈𝛾𝑚⌉ by less than 𝛽𝑛 agents. We will derive a

contradiction by counting how the first ⌈𝛾𝑚⌉ spots in the rankings

of all 𝑛 agents are filled by showing that a total of less than ⌈𝛾𝑚⌉𝑛
of these spots are filled.

First, by assumption, the alternatives in 𝐻 fill less than |𝐻 |𝛽𝑛 =

⌈𝛼𝑚⌉𝛽𝑛 of these spots. Second, consider alternatives in𝑀 \𝐻 . The

total number of spots in any position filled by alternatives in𝑀 \𝐻
is at most |𝑀 \ 𝐻 |𝑛 = ⌊(1 − 𝛼)𝑚⌋𝑛, which also bounds the number

of spots in position at most ⌈𝛾𝑚⌉. Together, the total number of

spots filled in the ranking of any agent in position at most ⌈𝛾𝑚⌉ is
less than

⌊(1 − 𝛼)𝑚⌋𝑛 + ⌈𝛼𝑚⌉𝛽𝑛.
Next, we claim that

(1 − 𝛼)𝑚 − ⌊(1 − 𝛼)𝑚⌋ = ⌈𝛼𝑚⌉ − 𝛼𝑚.

Clearly, this is true if 𝛼𝑚 is an integer. Otherwise, there exist

𝑘 ∈ N and 𝑞 ∈ (0, 1) such that (1 − 𝛼)𝑚 = 𝑘 + 𝑞 and 𝛼𝑚 =

(𝑚 − 𝑘 − 1) + (1 − 𝑞). Note that (1 − 𝑞) ∈ (0, 1) as well. Hence,
(1 − 𝛼)𝑚 − ⌊(1 − 𝛼)𝑚⌋ = 𝑞 = ⌈𝛼𝑚⌉ − 𝛼𝑚.

Consequently, as 𝛽 ∈ (0, 1), it follows that

((1 − 𝛼)𝑚 − ⌊(1 − 𝛼)𝑚⌋) 𝑛 ≥ (⌈𝛼𝑚⌉ − 𝛼𝑚) 𝛽𝑛.
We conclude that

⌊(1 − 𝛼)𝑚⌋𝑛 + ⌈𝛼𝑚⌉𝛽𝑛
≤ (1 − 𝛼)𝑚𝑛 + 𝛼𝑚𝛽𝑛

= (1 − 𝛼 + 𝛼𝛽)𝑚𝑛

= 𝛾𝑚𝑛 ≤ ⌈𝛾𝑚⌉𝑛.

This is a contradiction because all ⌈𝛾𝑚⌉𝑛 positions have to be

filled by some alternative. □

We apply the lemma to prove welfare possibilities of individually

rational outcomes in AHGs and balanced HDGs.

Theorem 4.2. For AHGs (or balanced HDGs), there exists an indi-
vidually rational partition that achieves a constant-factor approxi-
mation of the maximum welfare.

Proof for HDGs. We complete the proof by considering bal-

anced HDGs. Recall that red and blue agents provide rankings of

the set 𝐹 \ {0} and 𝐹 \ {1} of their possible fractions, respectively.
As the game is balanced, there are

𝑛
2
agents of each color. Hence,

|𝐹 | ≤ (|𝑅 | + 1) ( |𝐵 | + 1) =
(𝑛
2

+ 1

)
2

≤ 𝑛2.

Consider

𝐻 :=

{
𝑝

𝑝 + 𝑞 : 1 ≤ 𝑝, 𝑞 ≤ 𝑛

8

}
.

Since the proportion of coprime numbers converges to
6

𝜋2
[29,

see also Footnote 3], we know that there exists𝑛0 ∈ N and𝛼 ∈ (0, 1)
such that |𝐻 | ≥ ⌈𝛼𝑛2⌉ for all 𝑛 ≥ 𝑛0. Hence, by Lemma 4.1 for this

𝛼 and 𝛽 = 7

8
, there exists 𝛾 ∈ (0, 1), such that, whenever there are

𝑛 ≥ 𝑛0 agents, some fraction in 𝑓 ∈ 𝐻 is ranked in position at most

⌈𝛾 |𝐹 |⌉ by at least
7𝑛
8

agents. Let 𝑁 ′
be the set of these agents. Note

that, because the game is balanced, 𝑁 ′
contains at least

3𝑛
8
agents

of each type. We make a case distinction similar to AHGs.

Assume first that at least half of the blue agents and half of the

red agents in 𝑁 ′
prefer a proportion of 𝑓 to being in a singleton

coalition. Hence, there are at least
3𝑛
16

such agents of each type. Now,

assume that we form an individually rational coalition 𝐶 of ratio

𝑓 with agents in 𝑁 ′
that is as large as possible. Then, by design of

the set 𝐻 , there exists a type of which there are at most
𝑛
8
agents in

𝑁 ′
that are not in 𝐶 but find 𝑓 individually rational. Hence, since

3𝑛
16

agents of this type are in 𝑁 ′
, it holds that at least

𝑛
16

agents

of this type are in 𝐶 . Each of these agents achieves a utility of at

least ⌈(1 − 𝛾) |𝐹 |⌉ − 1. Hence, the coalition 𝐶 can be extended to an

individually rational partition (e.g., by forming singleton coalitions

with the remaining agents) that achieves a constant fraction of the

maximum welfare.

Otherwise, it is the case that at least half of the blue and red

agents in 𝑁 ′
, i.e., a total number of at least

3𝑛
8

agents achieve a

utility of ⌈(1 − 𝛾) |𝐹 |⌉−1 in a singleton coalition. Then, the singleton
partition achieves a constant fraction of the welfare. □

Now, we provide the proof that individually rational outcomes

with a constant-factor welfare approximation exist in WHGs.

Theorem 4.4. For WHGs, there exists an individually rational par-
tition that achieves a constant-factor approximation of the maximum
welfare.

Proof. Consider a WHG. We assume that 𝑛 ≥ 2 as otherwise

the statement is trivial.

We find a partition with the following algorithm. For each 𝑖 ∈ [𝑛],
if 𝑎𝑖 already is in a coalition, we move to the next agent. If not, then

𝑎𝑖 checks two possible cases. First, if forming a singleton coalition

achieves a utility of
𝑛
2
, then 𝑎𝑖 forms a singleton coalition. Second,

consider the other agents that are not in a coalition, yet, and for

which forming a coalition of size 2 with 𝑎𝑖 is individually rational

for both them and 𝑎𝑖 . If 𝑎𝑖 achieves a utility of
𝑛
2
in a coalition

of size 2 with any such agent, then such a coalition is formed. If

none of these two cases applies, 𝑎𝑖 is not assigned to a coalition

and we continue with the consideration of the next agent. We refer

to the part of the algorithm until every agent has been considered

as its main stage. Once every agent has been considered, we form

singleton coalitions with all agents not assigned to coalitions during

the main stage.
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By construction, this algorithm is individually rational. We claim

that it achieves a welfare of at least
𝑛2

16
for 𝑛 ≥ 3.

For proving this, we consider two cases. First, if, during the main

stage of the algorithm, at least
𝑛
8
agents form a coalition in which

they achieve a utility of
𝑛
2
, the claim is true.

Hence, assume now that less than
𝑛
8
agents achieve this. Recall

that, in the main stage, the algorithm only forms coalitions of size 1

or 2which yield a utility of
1

2
for one contained agent. Consequently,

as less than
𝑛
8
agents achieve a utility of

𝑛
2
, less than

𝑛
4
agents are

assigned to coalitions in the main stage. Thus, there are at least
3𝑛
4

agents that are not assigned a coalition in the main stage. These

agents achieve a utility of less than
𝑛
2
for forming a singleton

coalition and could not find a coalition partner that yields a utility

of
𝑛
2
and for which forming a coalition of size 2 with them is an

individually rational coalition.

Let 𝑎 be some such agent. Since a singleton coalition yields a

utility of less than
𝑛
2
, there are at least

⌊
𝑛
2

⌋
agents, which yield

a utility of
𝑛
2
for 𝑎 (which is then also individually rational for

𝑎). Since a total number of less than
𝑛
4
agents form coalitions in

the main stage, there must exist at least

⌊
𝑛
2

⌋
− 𝑛

4
≥ 𝑛

4
− 1

2
agents

that were considered by 𝑎 to form a coalition of size 2. All of these

coalitions have not been formed which means that all of these

agents prefer being in a singleton coalition over forming a coalition

with 𝑎.

We can bound the welfare by accumulating the utility gained

through preferring the output to being with agents not assigned in

the main stage. Hence, since the algorithm outputs an individually

rational partition, it must have a welfare of at least
3𝑛
4

(
𝑛
4
− 1

2

)
=

𝑛2

16
+
(
𝑛2

8
− 3𝑛

8

)
≥ 𝑛2

16
for 𝑛 ≥ 3. This is a

1

16
-approximation of the

maximum welfare because the maximum welfare is bounded by

𝑛(𝑛 − 1). □

B COMPUTATION OF LARGE INDIVIDUALLY
RATIONAL COALITIONS INW-HEDONIC
GAMES

The individually rational partitions achieving a constant-factor

approximation of maximum welfare in AHGs and HDGs (cf. The-

orem 4.2) and the algorithms M AHG
𝑥 and M HDG

𝑓
defined in Sec-

tion 5.1 rely on choosing a coalition size or coalition fraction and

creating coalitions of this size or fraction with as many agents as

possible. In a similar vein, one could try to fix some agent and

create a large individually rational coalition containing this agent.

However, this approach faces computational difficulties. In fact, the

maximum size of an individually rational coalition is even hard to

approximate within a factor of 𝑛1−𝜖 .

Theorem B.1. Let 𝜖 ∈ (0, 1). The following problem is NP-
complete: given a WHG (𝑁, ≻𝐴) and a positive integer 𝑞 ∈ N, decide
whether (𝑁, ≻𝐴) admits an individually rational coalition of size at
least 𝑞

𝑛1−𝜖 .

Proof. Let 𝜖 > 0. Clearly, our problem is contained in NP be-

cause a coalition of size
𝑞

𝑛1−𝜖 can be verified to be individually

rational in polynomial time by checking individual rationality for

each contained agent.

For hardness, we reduce from the approximateMaxCliqe prob-

lem. The input is a graph𝐺 and a positive integer 𝑡 ∈ N. An instance
(𝐺, 𝑡) is a Yes-instance if there exists a clique of size at least 𝑡

𝑛1−𝜖 .

This problem is known to be NP-complete [42].

We now describe the reduction. Assume we are given an instance

(𝐺, 𝑡) of MaxCliqe, where 𝐺 = (𝑉 , 𝐸) is an unweighted graph.

We construct a WHG 𝐺 ′ = (𝑁, ≻𝐴) as follows. The set of agents is
𝑁 = 𝑉 . Moreover, the ranking of agent 𝑖 ∈ 𝑁 is chosen in any way

such that 𝑗 is ranked above 𝑖 if {𝑖, 𝑗} ∈ 𝐸 and 𝑗 is ranked below 𝑖 if

{𝑖, 𝑗} ∉ 𝐸.

For the threshold 𝑞 = 𝑡 , we ask whether the reduced game admits

an individually rational coalition of size at least
𝑞

𝑛1−𝜖 .

Consider any coalition 𝐶 of 𝑁 . If 𝐶 is individually rational, then

for every pair of agents 𝑖, 𝑗 ∈ 𝐶 it holds that {𝑖, 𝑗} ∈ 𝐸, i.e., 𝐶 forms

a clique in𝐺 . Conversely, every clique in𝐺 induces an individually

rational coalition in 𝐺 ′
. Hence, there exists a clique of size at least

𝑡
𝑛1−𝜖 in𝐺 if and only if there exists an individually rational coalition

of size at least
𝑞

𝑛1−𝜖 in 𝐺 ′
. □

One can enhance this construction with an additional special

agent that is ranked at the top by all other agents and for which

every coalition is individually rational (i.e., they are ranked bottom

for themselves). Then, for the threshold 𝑞 = 𝑟 + 1, there exists

a clique of size at least
𝑡

𝑛1−𝜖 in 𝐺 if and only if there exists an

individually rational coalition of size at least
𝑞

𝑛1−𝜖 in𝐺 ′
. Hence, we

also obtain the following variant of the previous theorem.

Theorem B.2. Let 𝜖 ∈ (0, 1). The following problem is NP-
complete: given aWHG (𝑁, ≻𝐴), a special agent 𝑖∗ ∈ 𝑁 and a positive
integer 𝑞 ∈ N, decide whether (𝑁, ≻𝐴) admits an individually ratio-
nal coalition containing 𝑖∗ of size at least 𝑞

𝑛1−𝜖 .

C CONSTANT-FACTORWELFARE
APPROXIMATION FOR SINGLE-CROSSING
AHGS

In Section 5.2, we have seen that there are strategyproof and individ-

ually rational mechanisms achieving a constant-factor approxima-

tion of the maximum welfare if we consider single-peaked games.

We now show that the same can be achieved for AHGs in single-

crossing domains. Afterwards, we show that the same approach

does not work for single-crossing, balanced HDGs.

Single-crossing preferences capture the idea that agents are or-

dered such that for any pair of alternatives {𝑎, 𝑏} all agents who
prefer 𝑎 to 𝑏 precede the agents who prefer 𝑏 to 𝑎 or vice versa.

In our definition, we additionally assume that the preferences are

single-crossing with respect to the given order of the agents by

indices. This is without loss of generality as long as we assume that

the single-crossing axis of the voters is part of the input.

Formally, an AHG (or HDG) is said to be single-crossing if for

every pair of coalition sizes 𝑎, 𝑏 ∈ [𝑛] (or pair of ratios 𝑎, 𝑏 ∈ 𝐹 )

with 𝑎 ≻𝑋𝑎1 𝑏 (where 𝑋 = 𝑆 or 𝑋 = 𝐹 ) there exists 𝑗 ∈ [𝑛] such that

{𝑖 ∈ 𝑁 : 𝑎 ≻𝑖 𝑏} = {𝑎𝑖 : 𝑖 ∈ [ 𝑗]}.
The key insight why we can obtain mechanisms with a constant-

factor welfare for single-crossing domains is that the middle agent

𝑎⌈𝑛
2
⌉ ’s pairwise preferences are similar to large proportions of

agents. Hence, by choosing a coalition size or ratio that is good for
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the middle agent, we also achieve a significant welfare gain from

other agents.

Theorem C.1. There is a strategyproof and individually rational
mechanism for single-crossing AHGs that achieves a constant-factor
approximation of the maximum welfare.

Proof. As in the proof of Theorem 5.8, we defineM AHG
1

as the

mechanism that selects the singleton partition.

Now, let 𝑠 :=
⌊
𝑛
4

⌋
and 𝑘 :=

⌈
𝑛
2

⌉
. Our mechanism first selects

the most preferred alternative 𝑥 ∈ [𝑠] according to 𝑎𝑘 and then

executes M AHG
𝑥 , however, with the modification that 𝑎𝑘 has the

highest priority to be assigned to a coalition of size 𝑥 .

By Proposition 5.1, this mechanism is individually rational. Note,

however, that strategyproofness does not follow from Proposi-

tion 5.1, because the mechanism first chooses the parameter 𝑥 .

We will argue next that the mechanism is still strategyproof.

First, for 𝑖 ∈ [𝑛] \ {𝑘}, agent 𝑎𝑖 does not have an influence

on the selected parameter. Hence, with the analogous proof as

for Proposition 5.1, they cannot benefit by misrepresenting their

preferences.

Now, consider agent 𝑎𝑘 . Assume that 𝑥 is the best alternative

in [𝑠] according to 𝑎𝑘 . If 𝑥 = 1, then 𝑎𝑘 is guaranteed to be in a

singleton coalition. If 𝑥 > 1, then, since the preferences are single-

crossing, at least
𝑛
2
agents prefer 𝑥 over 1. As 𝑥 ≤ 𝑛

4
, at least one

coalition of size 𝑥 is formed, which has to contain 𝑎𝑘 according

to our modification to M AHG
𝑥 . Hence, 𝑎𝑘 ends up in a coalition of

size 𝑥 if they state 𝑥 as their most preferred alternative among [𝑠].
This implies strategyproofness because only the preferences of 𝑎𝑘
over the set [𝑠] matter.

It remains to establish thewelfare approximation.Without loss of

generality, wemay restrict attention to AHGswhere the preferences

over [𝑛] \ [𝑠] occupy the first 𝑛−𝑠 positions of every agent. Clearly,
the welfare of the partition produced by the mechanism in any

other instance can be bounded by the welfare of such a restricted

instance that maintains the preferences over [𝑠].
Now, let 𝑧 ∈ [𝑠] \ {𝑥}. Since preferences are single-crossing, the

agents preferring 𝑧 to 𝑥 either all have indices smaller than 𝑘 or

larger than 𝑘 . Hence, the welfare of a partition where every agent

achieves at least the utility of a coalition size of 𝑥 is at least
𝑛
2
(𝑠 −1).

In the partition produced byM AHG
𝑥 , at most 𝑥 −1 ≤ 𝑠 −1 agents do

not receive a utility of at least their utility for 𝑥 . Since we assume

that alternatives in [𝑠] are ranked last, the utility of such an agent

for 𝑥 can be at most 𝑠 − 1. Together, the welfare achieved by the

partition produced by the mechanism is at least

𝑛

2

(𝑠 − 1) − (𝑠 − 1) (𝑠 − 1)

≥ 2𝑠 (𝑠 − 1) − (𝑠 − 1) (𝑠 − 1)

= 𝑠2 − 1 ≥
(𝑛
4

− 1

)
2

− 1.

Since the maximum welfare is bounded by 𝑛(𝑛 − 1), this yields a
constant-factor approximation of the maximum welfare. □

We conclude with an example showing that the same approach

does not work for balanced HDGs.

Example C.2. We define a mechanism M for HDGs. Given an

HDG, let 𝐻 ⊆ 𝐹 \ {0, 1} be a nonempty subset of feasible ratios

and 𝑘 :=
⌈
𝑛
2

⌉
. Consider the mechanism that first determines the

most-preferred ratio 𝑓 of 𝑎𝑘 in the set 𝑆 and then runs M HDG
𝑓

.

We define a single-crossing and balanced family of instances,

where this algorithm does only achieve a welfare of
𝑛
2
, which is a

factor of Θ( |𝐹 |) = Θ(𝑛2) worse than the maximum welfare.

Let ℓ ∈ N with ℓ ≥ 2 and consider the balanced instance with

𝑛 = 2ℓ agents, ℓ of which are red and blue. We assume that 𝑅 =

{𝑎𝑖 : 1 ≤ 𝑖 ≤ ℓ} and 𝐵 = {𝑎𝑖 : ℓ + 1 ≤ 𝑖 ≤ 2ℓ}. Let 𝑓 ∗ ∈ 𝐻 be any

ratio and let 𝑓 ′ ∈ 𝐹 \ {0, 1, 𝑓 ∗} (𝐹 contains another ratio because

ℓ ≥ 2). The preferences of all red agents have 𝑓 ′ ranked top, 𝑓 ∗

ranked bottom, and 1 at the second last position. The preferences

of all blue agents have 𝑓 ∗ ranked first, then 𝑓 ′, and a ratio of 0

ranked last. Clearly, given these constraints, the preferences can be

extended to single-crossing preferences.

In this instance, since any coalition of ratio 𝑓 ∗ would require

at least one red agent,M produces the singleton coalition, which

achieves a welfare of
𝑛
2
. On the other hand, there exists a coalition

of ratio 𝑓 ′ that encompasses at least half of the red or half of the

blue agents. This coalition can be extended by singleton coalitions

to a partition ℭ with SW(ℭ) = 𝑛
4
( |𝐹 | − 3). ◁

We remark that the mechanism considered in Example C.2 is

not even strategyproof for most sets 𝑆 , even those containing small

ratios. Like in Example C.2, there might not exist any individually

rational coalition of some ratio 𝑓1 ∈ 𝑆 , while such a coalition exists

for other ratios 𝑓2 ∈ 𝑆 . In this case, if 𝑓1 is𝑎𝑘 ’s top-ranked alternative

among 𝑆 , they have an incentive to misreport 𝑓2 above 𝑓1.
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