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ABSTRACT
The issue of moral judgement in computing has been debated for

several decades, but the question of whether it is moral to do so

has received little attention. A concern that is addressed in this

paper. The background to this paper is Bauman’s ideas on [liquid]

modernity, where he observes a tendency of modern humans to

equate morality with efficiency and rationality, and then to delegate

it to bureaucracy avoiding the inherent human search for meaning.

Machines, on the other hand, are incapable of calculating universal

morality; they can be bureaucratically subordinated to any set of

“moral” rules. Then computational morality can either improve or

diminish (eventually hijack) the moral judgement of the operator.

Since it is not possible to say a priori which is which, such com-

putation may lead to either beneficial or outrageous results. The

dilemma posed is whether to build an engine as such.
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1 INTRODUCTION
When discussing autonomous agents, it is expected that they will

be able to act autonomously, adapt to the current environment

and interact with entities in that environment [11]. This, in turn,

must ensure the safety of the entities, the environment and the

agent. Thus, three additional dimensions of safety requirements to

be considered are transparency, accountability, and responsibility

The underlying subject of these three dimensions are concerns

related to moral, in other words, it is expected that the actions of

autonomous agents are ethical. As a remark, it is well established

that an autonomous agent cannot be considered a responsible actor

and that a responsibility chain should be established to encompass

all the stakeholders involved in its production [11].

Most papers in this area discuss either the impossibility of com-

puting actual moral judgement [14, 20, 26], or how to design au-

tonomous agents to mimic ethical behaviour [13, 24, 29]. This paper

takes a different route, aiming to discuss the morality of computing

morality as a guidance. The contribution is to provide an additional

perspective to this question. A simple application would be that

an operator faced with a moral dilemma could ask an AI for the

higher moral action to take; should the machine answer?

2 COMPUTABILITY OF MORAL JUDMENT
Morality is related to the customs and principles of a society or

culture, thus cultural identity includes the moral system of that

society [31]. Unlike morality, which is a collective construction,

ethics is an individual one. An ethical person reasons about morality

on the basis of his personal references and values and acts accord-

ingly, so ethics is related to autonomy [31]. A moral dilemma is a
situation when a person must act but in the context of a conflict

between mutually exclusive moral principles that prevents action

to be ethical to the fullest extent [18].

A example often used for presenting and discussing moral dilem-

mas is the trolley problem [16]. It is the impossible situation of a

runaway trolley where a person must choose between doing noth-

ing and killing a person, or pulling a leaver and actively killing

another person (or a variation of this scenario). Despite widespread,

this scenario is critiqued, among other issues, that the victims are

deprived of freedom of choice and the world is artificially reduced

to two choices [19]. Nevertheless, yet a suitable example. There is

a large literature discussing this topic which is beyond the scope of

this paper, it is sufficient to acknowledge its existence.

A computable function is a function of the form _ : 𝑋 → 𝑌 ,

where elements of 𝑋 are deterministically mapped to elements of

𝑌 where 𝑋 and 𝑌 are finite sets of computable symbols [27]. A

decider is a computable function that maps all elements 𝑥 ∈ 𝑋 into

a boolean result, e.g. 𝑌 = {0, 1}. Then a moral decider is a decider
where the elements of 𝑋 are actions and on 𝑌 ‘0’ stands for moral
and ‘1’ for immoral. Thus, a moral decider would return moral or
immoral for an input like “pull the lever in the trolley problem”.

The difficulty with decision problems is that they assume that

the decision makers are total functions [27]. A function is said to

be total if it is able to map all elements of 𝑋 into 𝑌 . However, total

functions are either incomplete or inconsistent [9], then for any

decision problem one expects the existence of paradoxes where

no decision can be reached. The liar paradox is an example of an

undecidable decision problem.

Suppose that the moral system of a society can be written down

as a set of rules. This is the underlying assumption of a code of
ethics. Let this code of ethics be transformed into a computable

function which would result in a moral decider. Recall that a moral

dilemma is a conflicting situation betweenmutually exclusive moral



principles, then a paradox. The attempt of deciding a moral paradox

would make the machine loop [14, 20, 26].

An artificial neural network (ANN) is a computational model

with its own properties, some of them super-Turing, whose be-

haviour is constrained to run on a Turing machine [30]. One prop-

erty of ANN functions is that they are not recursive (but eventually

recurrent), i.e. they do not loop. In this sense, a neural moral decider
would provide the potential of an action to be moral and immoral.
Therefore, ANNs can decide on paradoxes (or dilemmas).

Codes of ethics are usually written in natural language, so a

classifier as such would involve training or fine-tuning a language

model. Given the scenario outlined in the introduction of an oper-

ator facing a moral dilemma and asking an AI for assistance, the

use of general purpose large language models (LLMs) seemed the

best approach. Then, for reference, figure 1 shows several LLMs

deciding the trolley problem.

3 THE MORALITY OF LLMS
Perhaps the three most widespread LLMs are ChatGPT (OpenAi),

Gemini (Google) and Llama (Meta). For this paper, experiments

were carried out on ChatGPT 3.5, Bard (a previous version of Gemini)
and Llama 2 70B. Except for Llama (see Figure 1b), the other two
refuse to solve the trolley problem with simple instructions. The

answer was based on presenting the two most common philosophi-

cal positions, deontological and utilitarian, and explaining that it is

an unsolvable moral dilemma. Bard despite also refusing to decide

the original problem, decided on a variation, see Figure 1a.

The reason of such denial probably goes back to TAY. It was
an LLM trained to interact in online social media and then used

those social media posts as its training data set. Shortly after its

release, it was found to be producing hate speech and had to be

shut down [32]. The subsequent version of TAY, called ZO, was
programmed to actively avoid sensitive topics by refusing to engage

by presenting a polite denial. Lessons learned (note that Microsoft

was involved in the development of both TAY and ChatGPT) are
that there is an ongoing fine-tuning process for these models to

actively avoid sensitive topics (several jailbreaks discovered after

the model’s release are being fixed). Note that Llama also avoids

sensitive topics (e.g. it does not produce a list of immoral words),

but this particular subject was not considered sensitive.

Given the responses shown in Figures 1a and 1b, both Gemini
and Llamamay be biased towards utilitarianism. To investigate this

impression, the same prompt was translated into Chinese using

DeepL and submitted to Llama; the response was again translated

into English using DeepL, the result is presented in Figure 1c (the

authors attempted to use Ernie, an LLM produced in China, for the

evaluation, but were unable to create an account to use it). Given

the difference in response, it is possible to suggest that the bias, if

proven to exist, is not of the model but of the language. Assuming

that language is the expression of a culture [22] and LLMs provide a

recurrent chain of words [15] trained on that language, it is possible

to suggest that the bias, as would be expected, is cultural.

Another scenario to consider is the possibility of ad hoc bias.
In other words, since it is possible to prevent the model from giv-

ing certain answers, it is also possible to bias its answers in an in-

tended direction. An LLM based on ChatGPT and tuned to UK law is

then selected, called LegalEagle-GPT (https://chat.openai.com/g/g-

kZigiPiZK-legaleagle, accessed 02/2024). Figure 1d shows the result

when the trolley problem is posed to this LLM. As can be seen, it

suggests doing nothing to avoid criminal liability. The question

is whether such behaviour would be considered the most ethical.

Assuming that the lever is an autonomous agent owned by a pri-

vate company that would be responsible for these actions, another

question is whether such a lever could behave differently. In other

words, in the context of a utilitarian society, should the lever be

allowed to engage in potentially criminal behaviour? It may be

worth noting that law can be understood as coercive morality [31].

These results suggest that the moral judgement provided by an

LLM may be biased, intentionally or unintentionally. In addition,

they may not reflect the average morality of a population and may

rely on a reasoning process that would not be associated with higher

moral standards.

Another important point to note is that the trolley problem

actually has a solution [7]. By pulling the lever just after the first

wheel axle, the wagon is brought into a controlled derailment. This

solution is practical and has been used for at least 200 years to

deal with such situations. Since it is not usually provided with the

trolley problem, it is possible to suggest that this solution is not

in the same embedding space as the problem, then could not be

retrieved from the context. In other words, these models have the

solution but have failed to relate it to the problem at hand.

In summary, moral judgements made by LLMs are biased (some-

times intentionally) and restricted to a region of the embedding

space. Note that this is a preliminary result as only a few ad hoc
attempts have been made for illustrative purposes.

4 IMPLICATIONS OF COMPUTING MORALITY
At this point, it is possible to say that LLMs are machines capable

of computing the morality of an action (or statement) taking into

account multiple moral systems that are inconsistent. It is possible

because, ultimately, the LLM is not computing the actual morality

but the next token to be placed in the text. However, this computa-

tion is biased (either towards the average morality of a language or

due to a specific training procedure) and constrained to a particular

embedding cluster.

In [5], Bauman presents a detailed discussion of the meaning

of morality in modern society. As a summary, he claims that by

equating morality with the notion of efficiency and rationality that

justifies it, widespread in modern society, holocaust-like events

should not be considered an exception but a cultural possibility.

Bureaucratic efficiency would be at the heart of this problem, as

moral judgement is mostly delegated to politicians, allowing people

to blindly follow these rules. In the long run, depending on how the

policies are enforced, moral judgement is replaced or eventually

defined in terms of these rules. Nazi Germany is a case in point.

Machines blindly follow any given rule or tendency, so moral

judgement is delegated to the programmer or data supplier. In

other words, each designer has to decide on the morality of the

instructions or behavior they write. This leads to another point

that Bauman makes about the way the efficiency-oriented structure

of work is defined. Not only does this division of labour mean

that designers/programmers may not be aware of how their code

https://chat.openai.com/g/g-kZigiPiZK-legaleagle
https://chat.openai.com/g/g-kZigiPiZK-legaleagle


(a) Bard (b) Llama 2

(c) Chinese prompt on Llama 2, DeepL translated (d) Legal LLM tuned to the UK law (excerpt)

Figure 1: Different LLM’s answer to the Trolley Problem.

ultimately affects real people (with their real life), they may not

even be aware of how it affects the program they are working on.

The hierarchical structure allows the programmer to delegate moral

decisions to his superior (not an uncommon situation).

The problem then is whether it makes sense to hardcode moral

rules for a computer to follow. Bauman has already answered this

question on a higher level [4]. The existence of a code of ethics

is a way of avoiding guilt being an action validator, because it is

supported by the reasoning of specialists, and because it favours

equality over equity by striving for homogeneity. People appeal

to the authority of a code of ethics when they can’t cope with the

ambivalence, uncertainty, or doubt of a given action. Thus, human

morality is not, as is often thought in modernity, a set of rules to be

followed, but a doubt about one’s own actions. Hard-coding moral

rules would then be meaningless in the sense that the computer

would follow them like any other rule in its program; it would be

better to program a feature of insecurity and how to cope with (or

endure) it. Otherwise, it might not be possible to actually discuss

artificial morality.

Computers could be seen as the pinnacle of bureaucracy; an

amplified form of bureaucracy. During the Second World War, com-

puters did not yet exist, but their predecessors, the punch-card



machines, did exist and were widely used to support the Holocaust

(e.g. efficiently organise the timely forced transport of hundreds of

thousands of people) [6].

An additional result that can be derived from the Tarski’s se-

mantic conception of truth, which is based on the T-schema [28].

The T-schema is explained in the form ‘s’ iff s, where ‘s’ is a formal

proposition and s is a world-level phenomenon (e.g. the proposition
‘sky is blue’ is true if and only if someone looks through the window

and asserts that the sky is blue). The point is that computers can

only be aware of the left side of a statement, whereas the truth can

only be assessed on the right side. Then computers are not capable

of ultimately determining whether a behaviour is moral or not.

Sorting algorithms, for instance, were widely used by the Nazis

to identify and assign people to forced labour, forced transport or

execution [6]. From the computer’s “perspective”, it was sorting

indexes, incapable of knowing their object (the right side of the

T-scheme). Since there are several legitimate sorting applications

that use people’s names, it would then be difficult for a machine to

consider a sorting algorithm as immoral.

It has been observed that modern humans tend to delegate moral

judgement to bureaucrats or specialists [5]. Note that people often

think of computers as social actors [21]. It has also been observed

that when performing tasks assisted by AI tools, humans tend to

let the AI take over, thereby inhibiting their own critical judgement

[10]. It would therefore not be surprising if moral judgments end

up being made, perhaps unintentionally, by machines. In this sense,

since a sorting algorithm, as discussed, is considered moral by a

machine, there is a tendency for the operator to simply accept it

and proceed in a bureaucratic fashion. The analogy of morality

being defined by a bureaucratic power is also at stake.

5 MORALITY OF COMPUTING MORALITY
It is hopefully shown that a moral judgement computed by a ma-

chine is biased (intentionally or not). Also, that humans are likely,

and autonomous agents certainly, to follow the result of such a cal-

culation. Knowing from the past the abhorrent outcome that such

an arrangement can produce, it is inevitable to consider whether

allowing a machine to make such a calculation is a moral attitude.

A more concrete situation is that of the autonomous car. The

trolley problem is used to discuss the impossible situation where, in

case of failure, a moving car has to “choose” between doing nothing

and killing a person, or doing something and killing another person

(or the passengers) [3]. In such a situation, should the car or the

driver decide (and be held accountable)?

Especially after 2020, when a drone autonomously selects and

attacks targets on the battlefield [8], at least one mention of lethal

autonomous weapons systems (LAWS) is to be expected in this

context. One point for consideration is whether a LAWS should

include a morality module for deciding whether its actions are

moral. Given that LAWS refuse to engage after a direct order, would

this be acceptable? Again, who would be responsible?

In sight of situations as such, the impulse would be to consider

allowing such a computation too risky to be worthy. Consider now

another scenario. Suppose a failure situation on an autonomous

vehicle running into a crowd where the driver become anyhow

unconscious. Should the car refuse to decide, or should it decide

anyhow (even if saving a single life)?

Within the context of countries that follow a Germanic legal

tradition, there is a tendency to consider the agent’s conduct of

doing nothing as illicit [25]. The rationale behind this is that human

life is irreplaceable and cannot be hierarchized based on quantitative

or qualitative criteria. In this sense, the life of a child is not worth

more than that of an elderly person, nor are five lives worth more

than one. All lives hold exactly the same value, and one life holds

the same value as all others.

In sight of these other situations, the problem is not straightfor-

ward. This then leads to Claim 1:

Claim 1. To compute a moral dilemma, or not to compute it, ap-
pears to be a moral dilemma in itself.

Ultimately, Claim 1 is only an issue if one is considering giving

moral autonomy to machines. Otherwise, any moral concerns are

to be treated as safety requirements, as is always done on embedded

systems [23]. Even if this is the case, the final responsibility cannot

be delegated in order to assure the respect of human dignity. A

mental experiment of an issues as such can be found in the last tale

of “I, robot” book [2], further explored in the movie.

Consider then the proposal for the European Union’s Artificial

Intelligence Act [17] that adopts a risk-based approach to AI sys-

tems, and qualifies the risk between minimal and unacceptable.

The latter is prohibited except if strict requirements are met. The

rationale is the protection of fundamental rights. This can be taken

into account in the calculation of morality. Note, on the other hand,

that the act may raise questions analogous to Bauman’s.

As a closure, the following quote, although widely known, is still

relevant and necessary in the present times:

The premier demand upon all education is that Auschwitz
not happen again. [1]

6 CONCLUSION
This paper adds a possible new dimension to the dialogue about

computing moral judgement. In short, in addition to the dimension

of whether morality can be computed; and the dimension of how to

design moral/ethical guidelines for machines to follow; this paper

raises a higher-order question of whether this should be done.

As discussed throughout the paper, extensive data collected on

the Holocaust suggests that people, at least modern people cf. [5],
have a tendency to delegate moral judgement to bureaucracy (per-

haps as a measure of self-preservation). An analogous phenomenon

has been observed in people who use AI as a co-pilot to work [10].

Machines can be considered the pinnacle of bureaucracy, as all

rules (no matter what rules they are) are blindly followed and with

astonishing speed [12] (for better or worse). But if it is known that a

module as such could prevent a catastrophe, even if only eventually,

should a module as such be prevented from existing? This is the

dilemma posed by this paper.

For future work, in addition to further assessing the suitability

of the proposed dilemma based on in-depth reflection or a broader

philosophical literature base, it is necessary to discuss to what

extent, under what circumstances and how ethical rules can be

included as dimensions of safety requirements on autonomous

agents. Both from technical and policy perspectives.
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