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a  b  s  t  r  a  c  t

This paper  introduces  a  low-cost,  high-quality  Decision  Making  Mechanism  for supporting  the  tasks  of
temperature  regulation  of existing  HVAC  installations  in a  smart  building  environment.  It  incorporates
Artificial  Neural  Networks  and  Fuzzy  Logic in order  to  improve  the  occupants’  thermal  comfort  while
maintaining  the  total  energy  consumption.  Contrary  to  existing  approaches,  it focuses  in achieving  signif-
icantly  low  computational  complexity,  which  in turn  enables  its  hardware  implementation  onto  low-cost
embedded  platforms,  such  the  ones  used  in  smart  thermostats.  Both  the  software  components  and  hard-
eywords:
ecision making
VAC control
eural network
uzzy logic
ardware prototyping

ware  implantation  are  described  in  detail.  To demonstrate  its  effectiveness,  the proposed  method  was
compared  to  ruled-based  controllers,  as well  as state-of-the-art  control  techniques.  A simulation  model
was  developed  using  the  EnergyPlus  building  simulation  suite,  a detailed  modeled  micro-grid  environ-
ment  of buildings  located  in  Chania  Greece  and  historic  weather  and  energy  pricing  data.  Simulation
results  validate  the  effectiveness  of  our  approach.

© 2017  Elsevier  B.V.  All  rights  reserved.
. Introduction

Buildings are immensely energy-demanding and are expected
o consume even more in the near future. It has been estimated
hat the amount of energy consumed in European Union’s (EU)
uildings reaches around 40–45% of the total energy consumption,
hereof two-thirds of which is used in dwellings [1]. More thor-

ughly, in the current decade the energy demand of the tertiary
nd residential sectors has increased by 1.2% and 1.0% per annum
espectively [2]. As a result energy usage in the above sectors is
esponsible for approximately 50% of the greenhouse gas emissions
3]. Hence solutions that promise to alleviate these drawbacks are

 prerequisite of next-generation’s buildings’ infrastructure.
There are a number of ways to reduce the energy consumption,

nd subsequently the ecological footprint, of a building. Among
thers, buildings can be designed more efficiently at the planning
tage which, whilst ideal, is not always an option. Existing buildings
an be retrofitted to improve energy efficiency – although that can

e financially prohibited and disruptive, taking into account that
uilding components are often slowly replaced, mainly due to their

ncreased cost. A more practical approach is to use software-based

∗ Corresponding author.
E-mail address: ksiop@auth.gr (K. Siozios).

ttp://dx.doi.org/10.1016/j.enbuild.2017.01.013
378-7788/© 2017 Elsevier B.V. All rights reserved.
solutions to ensure efficient management of energy consumption.
For instance, Building Energy Management Systems (BEMS) are
computerized platforms that enable building operators to moni-
tor and control at real-time different systems including heating,
ventilation and air conditioning (HVAC).

The problem of deciding upon a HVAC configuration is a well-
established challenge that has been attracting the interest of many
researchers over the years. Based on relevant literature, there are
two mainstream ways of controlling an HVAC system. The first one
corresponds to systems that support online decision making. These
systems are reactive to climatic conditions, building operation as
well as occupancy variation [4]. On the other hand, the second
approach refers to a Model Predictive Control (MPC) which esti-
mates the optimum decision making strategy to be implemented
[5]. Both of these approaches exhibit advantages and disadvan-
tages. For instance the online control systems can react only to the
actual building conditions, while an MPC  can move forward in time
to simulate the impact of alternative control operating scenarios.

Despite the significant progress made in optimal nonlinear
control theory [6,7], the existing methods are not, in general, appli-
cable to large scale system (LSS) because of the computational

difficulties associated with the solution of the Hamilton–Jacobi par-
tial differential equations. Similarly, although MPC for nonlinear
systems has been extensively analyzed and successfully applied
in industrial plants during the recent decades [8,9], it likewise

dx.doi.org/10.1016/j.enbuild.2017.01.013
http://www.sciencedirect.com/science/journal/03787788
http://www.elsevier.com/locate/enbuild
http://crossmark.crossref.org/dialog/?doi=10.1016/j.enbuild.2017.01.013&domain=pdf
mailto:ksiop@auth.gr
dx.doi.org/10.1016/j.enbuild.2017.01.013
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Nomenclature

BEMS building energy management system
HVAC heating, ventilation, air conditioning
MPC  model predictive control
LSS large-scale system
PV photovoltaic
DMM  decision making mechanism
RBC ruled based controller
PPD predicted percentage of dissatisfied
ANN artificial neural network
FIS fuzzy inference system
FIE fuzzy inference engine
MF membership function
k number of buildings found in smart-grid environ-

ment
Ei(t) energy consumption for building i at time-step t
Ci(t) thermal comfort for building i at time-step t
EPV

i
(t) energy production from PV panels for building i at

time-step t
EB

i
(t) energy provided by batteries for building i at time-

step t
EG

i
(t) energy purchased from the grid for building i at

time-step t
EPV(t) total energy production from PV panels at time-step

t
EB(t) total energy provided by batteries at time-step t
P(t) price for purchased energy from grid at time-step t

 ̨ aggressiveness for optimizing energy cost or ther-
mal  comfort

AF available funds for buying energy
PE(t) current energy price at time-step t
AE(t) availability of energy at time-step t
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DE(t) demand for energy consumption at time-step t

ncounters dimensionality issues: in most cases, predictive control
omputations for nonlinear systems amount to numerically solv-
ng a non-convex high-dimensional mathematical problem whose
olution may  require formidable computational power if online
olutions are required.

The increased computational cost of the aforementioned solu-
ions make them affordable only to enterprise environments (as
art of a BEM or HVAC system). As a result, there is an emerg-

ng need the last few years for techniques of lower computational
omplexity that are able to accommodate residential buildings as
ell. This necessity has already been identified by the industry,

s it is portrayed by the expanding market of smart thermostats.
ven thought the market is still at its nascent stage, analysts expect
t to grow exponentially, as consumers become more aware of
he advantages and features of such an advanced decision mak-
ng mechanisms for heating/cooling. According to a recent report
y Sandler Research, the global smart thermostat market is pro-

ected to generate revenue of more than $1.3 billion by 2019
10].

In order to handle the increased complexity, various heuris-
ic methods, such as the stochastic dynamic programming [11]
r the genetic algorithms [12], have been proposed, which bal-
nce the derived solution’s quality with the problem’s complexity.
urthermore, the optimization of the building’s systems control
an also be supported by methods that rely on empirical mod-

ls [13], simulation optimization [14], artificial neural networks
ANNs) [15], and weighted linguistic fuzzy rules [16–18]. Even
o, besides the major drawbacks that these methods exhibit,
uch as the need for excessive training or customization which
ldings 139 (2017) 340–350 341

results in lacking of a general-purpose final solution, none of the
aforementioned studies investigate the designing of a lightweight
solution, able to run onto a low-performance embedded
processor.

In accordance to this trend, throughout this paper we intro-
duce a low-complexity control mechanism targeting to support
the decision making at HVACs found in a micro-grid environment.
More precisely, we introduce a novel decision making framework
for supporting the building’s cooling/heating control. For this pur-
pose, multiple power sources (PV panels, batteries and the main
grid) are employed and their optimum combination is discussed
in a systematic way. In order to support the task of decision
making at this environment, a fast yet accurate mechanism for
computing the temperature set-points based on an Artificial Neu-
ral Network (ANN), is also proposed. The proper design of such a
mechanism, both in terms of the ANN’s architecture and training,
makes it feasible to compute the optimum thermostat’s set-points
with increased accuracy according to weather conditions. Then,
we enhance the aforementioned decisions in order to take into
account inherent constraints posed at real-time (e.g. trading price
of energy, available funds for a given period, etc). This feature is
feasible by appropriately adjusting the previously computed (by
the ANN) temperature set-points with a component that relies
on Fuzzy Logic. Such a component aims to redistribute a given
amount of funds over time in a way that significantly improves
the occupants’ thermal comfort with a negligible impact on energy
consumption. Finally, we  have developed a hardware prototype of
the proposed decision making mechanism. As an underline plat-
form for this purpose, we  employed a low-cost, low-performance
embedded device (ATmega640 micro-controller). During the hard-
ware development phase, emphasis was  given in minimizing the
computational and storage complexity of the employed algorithms
which realize the decision making process. Towards this direction, a
number of well-established methods for designing embedded soft-
ware was  also taken into account. According to our analysis, the
introduced solution achieves comparable performance (in terms of
the computed temperature set-points) compared to relevant state-
of-the-art approaches but with significantly lower computational
complexity.

The main contributions of this work, can be summarized as fol-
lows:

• Introduction of a novel decision-making mechanism for improv-
ing the occupants thermal comfort while maintaining the total
energy consumption in smart buildings environment. The intro-
duced solution, which relies on an ANN and Fuzzy Logic, exhibits
remarkably low computational/space complexity, which in turn
enables its hardware implementation onto low-cost embedded
platforms.

• Evaluation of the introduced solution by a detailed modeled
simulation of a micro-grid environment of buildings located
in Chania (Greece) and historic weather and energy pricing
data.

• Development of a hardware prototype of the proposed decision
making mechanism.

The rest of the paper is organized as follows: Section 2 formu-
lates the problem at hand, while Section 3 describes the introduced
decision making framework. Section 4 presents the two  main facil-
itators of our framework, namely the Artificial Neural Network and

the Fuzzy Inference System. Experimental results and comparisons
that highlight the efficiency of our proposed solution against rele-
vant control techniques are discussed in Section 5. Finally Section 6
concludes the paper.



342 P. Danassis et al. / Energy and Buildings 139 (2017) 340–350

2

r
f
f
t
w
o

b
m
m
a
n
F
p
o
s
e
c
t
c
r
p
w
s
w
g
g

i
P
i
a
a
o
t
w
d
t
s
t
f
t
a

Table 1
Summary of building properties.

Building Surface
area

Thermal
zones

Operating hours Warming-
up
pre-cooling

Random
occupancy

#1 350 m2 8 6:00 am–9:00 pm No Yes
#2  525 m2 10 8:00 am–9:00 pm Yes Yes

2

Cost(t) =
∀timestep

k

(1)
Fig. 1. Overview of micro-grid problem formulation.

. Problem formulation

The constant demand for energy efficiency, the deployment of
enewable energy sources and the onset of smart grid technologies,
oretell that in the near future an increased number of building
acilities will become active participants in the energy market. From
he system point of view this will lead to autonomous micro-grids
ith energy trading capabilities and flexibility in regard of shifting

r reducing electrical loads as needed.
More thoroughly, the concept of a smart or intelligent grid has

een around for many years. This technology enables real-time
onitoring and reaction, which allows the system to constantly
odify and tune itself to an optimal state. It also has the ability to

nticipate, which enables the system to automatically look for vul-
erable areas that could trigger larger problems and disturbances.
inally, it has rapid isolation, which allows the system to isolate
arts of the network. As we entered the 21th century, a number
f electric utilities, such as market-driven pricing, are available. In
uch a scenario, instead of having a flat-rate pricing scheme for
lectricity 24 h a day, 7 days a week, variable pricing mechanisms
an exist where the cost per kilowatt-hour may  change based on
he day, time of day, or a more dynamic event, such as the weather
onditions or the expected load requirements. Since the grid must
emain balanced at all times, this movement toward more flexible
ricing schemes left utility companies and government regulators
ith a challenge to find the means to measure the electricity con-

umption more accurately so that it could be properly matched
ith the produced energy. For this purpose, novel techniques that

uarantee efficient building-to-microgrid, as well as microgrid-to-
rid integration have been studied [19].

Fig. 1 depicts the template of the employed usecase. Assum-
ng that a number of renewable power sources are available (e.g.,
V panels, wind turbines, etc.), their usage could reduce the build-
ng’s energy cost. For this purpose, the AF parameter denotes the
vailable funds for buying energy from the main grid. If the avail-
ble power from renewable sources is not enough to meet the
ccupants’ demands, additional electricity can be purchased from
he grid (which decreases the value of the AF’s parameter). Other-
ise (i.e. when the availability of renewable sources exceeds the
emand), the spare energy can be either stored in batteries, or sold
o the grid (which increases the value of the AF’s parameter). The
election of the preferred strategy depends on the dynamic pricing,

he batteries’ capacity, the estimated building’s demand in the near
uture, as well as the maximization of the batteries’ life [20]. Both
he purchasing and selling of energy from/to the grid is conducted
ccording to different rates.
#3  420 m 10 8:00 am–5:00 pm Yes Yes
#4  280 m2 6 7:00 am–8:00 pm Yes Yes
#5  228 m2 4 6:00 am–6:00 pm No Yes

In our analysis, emphasis was  given to the Decision Making
Mechanism (DMM), which is responsible for determining the ther-
mostat’s set-points. The aforementioned selections are performed
fulfilling the objectives of reducing the energy consumption, min-
imizing the cost of buying energy from the grid, and maximizing
the occupants’ thermal comfort in regard to the studied micro-grid
usecase.

2.1. Problem instantiation

The problem we tackle throughout this paper deals with the
optimum control of smart thermostats (i.e. heat/cool operating
modes) in order to significantly improve the occupants’ thermal
comfort without affecting the energy consumption. The target
usecase corresponds to five neighborhood buildings, as they are
summarized in Table 1. Without loss of generality for the intro-
duced solution, we consider that people occupy the buildings only
during the operating hours, while the distribution of people per
room varies during the day. Each building is equipped with a
number of weather sensors that monitor indoor/outdoor air tem-
perature, humidity and radiant temperature values. Furthermore
PV panels and rechargeable batteries are also employed in favor of
minimizing the energy cost. Depending on the energy requirements
the buildings can interact with the main grid in order to purchase or
sell energy at different rates (dynamic pricing policy). The problem
cannot be considered trivial due to the intermittent behaviour of
the solar energy, the uncertain dynamics of the buildings and the
need to meet the thermal comfort constraints for the micro-grid
occupants.

The efficiency of the introduced framework is evaluated on a
micro-grid test case, developed using the EnergyPlus suite [21].
The studied buildings are modeled in a detailed manner1 [22,21],
while the employed weather and pricing data correspond to pub-
licly available information collected in 2010 [23,24]. By configuring
the HVAC’s set-point in each thermal zone it is feasible to achieve
mentionable enhancement at the occupant’s thermal comfort with
a negligible penalty in energy consumption.

Assuming that our grid consists of k buildings, the derived
solutions are quantified with two orthogonal metrics, namely the
energy cost and the occupant’s thermal comfort level, according to
Eq. (1). Factors EG

i
(t) and Ci(t) refer to the energy purchased from the

grid and the thermal comfort respectively of building i at time-step
t. Note that the building’s energy cost per time-step EG

i
(t) differs

from the total energy consumption Ei(t), since it takes into con-
sideration the power saving from the PV panels (EPV(t)) and the
batteries (EB(t)).

∑ (
 ̨ ×
∑i=k

i=1

(
EG

i
(t)
)

+ (1 − ˛) ×
∑i=k

i=1 (Ci(t))
)

1 The modeling of the buildings was  part of the PEBBLE FP7 project (http://www.
pebble-fp7.eu) funded by the European Commission under the grand agreement
248537.

http://www.pebble-fp7.eu
http://www.pebble-fp7.eu
http://www.pebble-fp7.eu
http://www.pebble-fp7.eu
http://www.pebble-fp7.eu
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Fig. 2. Proposed methodology for the decision-making mechanism.

The aforementioned energy cost is formulated by Eq. (2). More
horoughly, in case that the building’s energy requirements (Ei(t))
xceed the energy provided by the PV panels (EPV

i
(t)) and the bat-

eries (EB
i
(t)), the excessive demand is met  by purchasing additional

nergy from the grid at the current trading rate P(t). On the contrary,
f the available energy from renewable sources (EPV(t)) suffices to

eet the desired thermal comfort, the additional energy is stored
o batteries (up to their maximum capacity) while the rest of the
nergy is sold to the grid at the current trading rate.

G
i

(t) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(
Ei(t) − EPV

i
(t)
)

× P(t), if E(t) ≥ EPV (t)

without considering EB
i
(t)(

Ei(t) − EPV (t) − EB(t)
)

× P(t), if E(t) ≥ EPV (t)

considering EB
i
(t)

0, if EPV (t) ≥ E(t)

(2)

Even though the employed control mechanism appears to
xploit “as much as possible” the renewable power sources in order
o minimize the amount of energy purchased from the grid, this is
ot always the case. The dynamic pricing, as well as the usage of
atteries further complicate the problem at hand, since they enable
he operation of the HVAC systems with a low-cost rate.

Even though the energy cost can be easily quantified with meter-
ng devices, the occupants’ thermal comfort can only be estimated.
arious approaches are available for this purpose; in this work we
mploy the thermal comfort model developed by Fanger [25,26].
ore thoroughly, this model relates environmental and physio-

ogical factors in conjunction to the thermal sensation in order to
stimate the Predicted Percentage of Dissatisfied people (PPD) in a
oom.

Finally, the weighing factor  ̨ defines the relative importance of
ptimizing either the energy cost, or the occupants’ thermal com-
ort. Since we tackle a multi-objective optimization problem, it is
ot feasible to find a solution that satisfies simultaneously all the
bjectives. For instance, the improvement of the occupants’ ther-

al  comfort usually imposes additional energy consumption for

ooling/heating the corresponding thermal zone(s). Without loss of
enerality we assume that both the energy cost and the occupants’
hermal comfort metrics are of equal importance.
ldings 139 (2017) 340–350 343

3. Proposed decision making mechanism for smart
thermostats

This section introduces the proposed framework that enables
the task of decision making in smart thermostats. This frame-
work, as it is depicted in Fig. 2, consists of two  operation modes
addressed as typical and refinement mode. More thoroughly, the
first one provides the temperature set-points according to vari-
ous conditions, whereas the second one refines the already derived
set-points through a dynamic energy management process. This
dynamism enables the modification of the aggressiveness of the
decision making according to the available funds for buying energy
AF.

The inputs in this framework are grouped into two  categories,
depending on the aforementioned operation modes. The pre-
requested inputs are a set of data acquired from building, occupant
and weather sensors. These data refer to the thermal zones’ tem-
perature and humidity values, the number of occupants per room,
as well as the current external weather conditions (temperature,
humidity and solar radiation). Due to the increased number of dis-
tributed sensors that are necessary for monitoring weather and
occupants’ conditions, appropriate techniques that support low-
level data fusion [27] have also been employed.

Contrary to relevant studies that rely on statistical analysis, the
proposed framework derives close to optimal results without tak-
ing into account weather forecasts and historical data. Additionally,
our approach does not apply any iterative and/or time consum-
ing simulations in order to compute the temperature set-points.
In other words, the almost negligible computational complexity
imposed by our decision making framework facilitates its imple-
mentation as part of a low-cost embedded system (e.g. a smart
thermostat).

The second category refers to the optional inputs which are the
available funds (AF)  for a time period, as well as the current energy
trading rates (both for purchasing and selling from the grid). These
inputs enable a dynamic energy redistribution scheme in a way that
balances the overall cost for a certain period of time. Note that such
a feature is highly desirable for smart thermostats as it adjusts the
aggressiveness of decision making under current weather condi-
tions, occupants’ activity, and market trends.

In the framework’s general form, the temperature set-points per
thermal zone are computed by utilizing an Artificial Neural Net-
work (ANN). These networks are widely used in regression analysis
to approximate functions that can depend on a large number of
(unknown) inputs. Further details about the ANN’s architectural
organization as well as the quality of its training can be found in
Section 4.1. Even though an effective ANN results to temperature
set-points fairly close to the ones derived from existing computa-
tional intensive control techniques, it is essentially a “black box”
component that does not provide reasoning for either the con-
sumed energy and/or the occupants’ thermal comfort; hence it
cannot accurately estimate the building’s dynamic under real-time
constraints.

If we abstain from applying the dynamic energy management
feature, then the decision making process ends here and the ther-
mostats are configured to the selected temperature set-points.
Alternatively, our framework refines the initial temperature set-
point by taking into account the available funds (AF) and the
current energy trading rate (P(t)). The refinement process empha-
sizes in redistributing the energy cost over time (by appropriately
modifying the temperature set-points) in order to improve signifi-
cantly the occupants’ thermal comfort without affecting the overall

energy consumption.

The task of dynamic energy management is supported by a
mechanism that relies on two Fuzzy Inference Systems (FIS). The
first one (availability FIS) assesses the availability of energy (AE(t))
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Fig. 3. Regression for the employed ANN’s (a) training, (b) validation and (c) testing
data sets.

Fig. 4. Error analysis for the employed ANN.
44 P. Danassis et al. / Energy an

ased on the weather data, the available funds (AF) and the current
arket’s energy trading rate (P(t)), while the second one (demand

IS) determines the current demand for energy consumption (DE(t))
ccording to the computed occupants’ thermal comfort and the
lready derived (by the ANN) thermostat’s set-point.2 The availabil-
ty of energy AE(t) remains constant during a time-step, since this
alue depends only on the available amount of money, the trading
ate of energy and the current month.3

The solution to the aforementioned problem is reached when
E(t) ≤ DE(t), i.e. being able to afford to spend the required energy
through the appropriate modification at the thermostat’s set-
oint) while taking into account restrictions posed by the available
nergy and/or by the occupants’ thermal comfort violation. For this
urpose, the refinement process performs a binary search within
he accepted temperature range and appropriately configures the
hermostat’s operational set-point. Additional details about the
mployed FIS can be found in Section 4.2.

. Engine for computing temperature set-points

This section introduces the employed engines, namely the Arti-
cial Neural Network (ANN) and the Fuzzy Inference System (FIS),
o address the problems of determining temperature set-points per
hermal zone, as well as their dynamic refinement.

.1. Artificial neural network

The initial temperature set-points per thermal zone are com-
uted by an Artificial Neural Network (ANN). An ANN is a massively
arallel distributed system composed of simple processing units
alled neurons that mimics the biological neural networks in regard
f their ability to learn through experience (also known as super-
ised learning). Knowledge is accumulated by the network from
ts environment through a special learning process called train-
ng and it is stored as inter-neuron connection strengths known
s synaptic weights. The efficiency of an ANN depends highly on
hose synaptic weights, hence the idea behind the training process
s to adjust the synaptic weights so that the network exhibits the
esired behaviour.

The architecture of our ANN consists of an input layer, a number
f hidden layers and an output layer. Typically each layer receives
nput(s) from the previous layer and forwards its output(s) to the
ext layer (feed-forward architecture). Consequently, designing an
NN comes down to determining the number of hidden layers as
ell as their internal organization. The role of hidden layers is to

apture non-linear dependencies between the input data and the
ariables that we are trying to predict. Additional layers of hidden
eurons enable greater processing power and system flexibility (i.e.
odel more complex functions) but they come at the cost of higher

omplexity for training. The number of neurons per hidden layer
onsiderably affects the quality of derived solution as well. By hav-
ng too many hidden neurons the system becomes over specified
nd is incapable of generalization. On the other hand, having too
ew hidden neurons prevents the system from properly fitting the

nput data, and thus, it reduces the system’ s robustness. Thus, a
roper balance between these two border solutions is necessary.
ur detailed analysis indicated that the optimal ANN’s architecture
onsists of three hidden layers with 30 neurons each.

2 By modifying the thermostat’s set-point we change the predicted percentage of
issatisfied people per room and consequently the demand for energy consumption
DE(t)).

3 We spend a greater amount of money during the colder (December–February)
nd hotter (June–August) months of the year in order to minimize the thermal
omfort violations.
Apart from the architectural organization, the efficiency of an
ANN is tightly coupled with the applied training procedure. In our
case we  utilize the Levenberg–Marquardt back-propagation algo-
rithm due to its increased performance, especially for non-linear
regression problems [28]. As training inputs we  applied a series
of mappings between weather conditions (air and radiant tem-
perature, as well as humidity) and the corresponding optimal (in
terms of Eq. (1)) temperature set-point, as they were derived from
a detailed design space exploration. The training data sets were
randomly divided into three categories, namely training, validation
and testing,  each of which contains 70%, 15% and 15% of the input
data sets respectively.

A major concern when utilizing an ANN is to achieve good gen-
eralization, that means to produce a correct mapping to the output
space for unknown input values. Even though one might think that
such a goal can be achieved with a big enough training set, this
is not always the case mainly due to the over-fitting phenomenon
where the ANN ends up memorizing the training data or learns the
underlying noise. To overcome this problem we  employ two com-
plementary well-established techniques, namely the early-stopping
and re-training [29]. Fig. 3 evaluates the efficiency of the applied
training procedure. More thoroughly, this figure depicts the ANN’s
regression plot regarding the training, validation and testing data
sets. The regression plot shows the relationship between the out-
puts of the ANN and the target (optimal) values as they were derived
from our detailed design space exploration. Based on this analysis
we can conclude that our implementation achieves a regression
value of more than 93% for all the sets.

Complementary to that, Fig. 4 plots a histogram of error values
in regard to the aforementioned data sets (each data set is plotted
in a different color). The horizontal axis at this figure depicts the
distribution of error between the ANN’s outputs and the target val-
ues. This analysis indicates that the ANN’s outputs achieve almost
a negligible error for the majority of studied cases, which in turn
highlights a satisfactory generalization for the introduced ANN.
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Fig. 6. Graphical representation of the input/output mapping regarding the avail-
ability FIS.

Table 2
Rule base employed for the two studied FIS.

FIS Premise Consequent

Availability

High AF/P(t) Higher availability of energy
(AE(t))

Medium AF/P(t) Medium availability of energy
(AE(t))

Low AF/P(t) Lower availability of energy
(AE(t))

Rough weather
conditions

Higher availability of energy
(AE(t))

Demand
Low PPD Higher demand for energy

consumption (DE(t))
Medium PPD Medium demand for energy

consumption (DE(t))
High PPD Lower demand for energy
Fig. 5. Architectural organization of the employed FIS.

.2. Dynamic energy management

In addition to the aforementioned decision making mechanism,
he introduced framework supports a dynamic energy manage-

ent scheme. Such a scheme adjusts the already derived (by the
NN) temperature set-points, having as a goal to improve the occu-
ants’ thermal comfort without increasing the energy cost.

This dynamism is achieved by utilizing two Fuzzy Inference
ystems (FIS) which rely on fuzzy logic to formulate a mapping
etween an input and output space. The term “fuzzy” refers to the
act that the logic involved extends the classical Boolean logic in
rder to handle the concept of partial truth. Fuzzy logic is a form of
any-valued logic where the truth value of a variable may  be any

eal number ranging between 0 and 1, in accordance to the obser-
ation that humans think using linguistic terms such as “slightly”
r “too much” and “degrees of truth” instead of absolute values. In
ssence, in fuzzy logic the truth of any statement becomes a mat-
er of degree; thus, a FIS is a way to create a flexible model for a
omplex system that is tolerant to imprecise data.

Fig. 5 depicts the architectural organization of the employed
IS which consists of three stages, namely the fuzzifier, the fuzzy
nterface engine (FIE) and the defuzzifier.  Specifically, the fuzzifica-
ion mechanism implemented within fuzzifier uses membership
unctions (MF) to map  the input space (universe of discourse, X) to
uzzy sets (�A : X → [0, 1]). On contrast, the defuzzification mecha-
ism performs the reverse procedure and transforms the fuzzy sets
btained by the inference engine to crisp values, on the range of
he output space, by using the centroid4 method. Selecting suitable

embership functions is of paramount importance, as an inaccu-
ate MF  might lead to divergence from the desired output. A widely
cceptable approach is to start with a simple model that formulates
he knowledge at hand and gradually elaborate the membership
unctions.

Apart from the input/output components, a FIS incorporates a
ule base and a reasoning mechanism called fuzzy inference engine
FIE). The rule base is a collection of if-then rules enforced to the
uzzy sets in order to formulate the expert’s knowledge. These rules
re appropriately applied using fuzzy reasoning by the FIE in order
o perform the mapping from the input to the output space.

The aforementioned process is visualized at Fig. 6. More thor-
ughly, this analysis depicts the mapping from the input to the
utput space regarding the availability FIS. The horizontal axes rep-
esent the inputs of the FIS while the vertical axis gives the FIS’
utput (availability of energy AE(t)). Note that in order to derive

his surface, the entire rule base of the availability FIS was taken into
ccount. For instance, during the colder (December–February) and
otter (June–August) months of the year the availability of energy

4 The centroid or geometric center of a plane figure is the arithmetic mean (“aver-
ge”) position of all the points in the shape.
consumption (DE(t))

AE(t) is high in order to cope with the extreme weather conditions.
On contrast, regarding the cases where we are low on funds (AF) or
when the trading rate for purchasing energy (P(t)) is high then the
availability of energy AE(t) is low in order to counteract our inability
of purchasing energy from the grid.

4.2.1. Details regarding the employed FIS
The rule base of the two studied FIS (availability and demand)

is summarized in Table 2. As mentioned, the availability of energy
AE(t) remains constant during a time-step, and according to Table 2,
the lower the PPD the more energy we demand. Hence, in order
to improve the occupants’ thermal comfort, we need to either
have more funds and/or a low energy trading price (high AF/P(t)
ratio), or experience rough weather conditions (during the colder
(December–February) and hotter (June–August) months of the
year). By modifying the thermostat’s set-points we change the PPD
per thermal zone and consequently the demand for energy con-
sumption (DE(t)).When the demand for energy (DE(t)) is less or
approximately equal to the available energy (DE(t) ≤ AE(t)), the two
FIS reach a consensus, and we  set the thermostat to the resulted
set-points.

Evaluating a fuzzy rule involves the fuzzification of the premise,
the application of any fuzzy operators and finally the applications
of the implication operator that gives the consequent of the rule.
Aggregating the consequent part of all the rules creates the final
output fuzzy set which, after the defuzzification process, provides
the final desired output. The employed operators for adjusting the
fuzzy inference functions, such as the defuzzification method, are
summarized in Table 3. Regarding the input variables, we  used

Gaussian combination membership functions, while for the output
variables we used triangular-shaped membership functions.
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Table  3
Employed operators for adjusting the fuzzy inference functions.

Task Conjunction (AND) Disjunction (OR) Implication Aggregation

Operator min max min max
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into account either the power saving from PV panels, or the energy
stored in batteries.
Fig. 7. Annual variation of environment temperature and humidity.

. Experimental results

This section provides a number of experimental results that
uantify the efficiency of the introduced framework. By appropri-
tely computing the temperature set-points per thermal zone it is
easible to considerably improve the energy consumption and the
ccupants’ thermal comfort. The experimental setup for our anal-
sis consists of five buildings, as it was presented in Section 2.1.
ithout loss of generality both the proposed implementation, as
ell as the reference control solutions, adopt a 10 min  time-step,

.e. each thermostat is configured once per 10 min.
The optimal operation for HVAC systems is not an easy task

ince the increased number of thermal zones and cooling/heating
trategies in large scale buildings have to be closely coupled. This
s a typical multi-objective problem, where the reduction of energy
ost and the maximization of thermal comfort are in conflict with
ach other. Therefore, no single optimal solution can be found in
hese problems. Instead, a set of trade-offs that represent the best
ossible compromises among the objectives have to be computed.
egarding our experimentation, we consider that each of these cost
etrics are of equal importance (  ̨ = 0.50).
The energy consumed by an HVAC system, and thus the energy

ost, is a nonlinear function which depends on the thermostat’s
et-point, the zone temperature, the current external environment
onditions, as well as on factors related to the particular unit (e.g. its
apacity, efficiency and other inherent factors). As mentioned, we
ssume that the HVAC systems operate only during the occupancy
ours of the buildings, as denoted in Table 1. Additionally, similar
o the real world scenarios, the indoor environment of the build-
ngs under consideration is quite sensitive to the variations of the
xternal weather conditions. In other words, the indoor building
nvironment closely follows the change of outdoor environment if
o control is applied.

The target buildings are located in Crete (Greece), whereas our
xperimentation relies on real weather and energy pricing data
or 2010 [23,24]. Fig. 7 plots the variation of the external air tem-
erature and humidity values, as they have been acquired by the
uilding’s sensors. According to this figure, the variation of the
xternal air temperature ranges between 2 ◦C and 37 ◦C, while the
orresponding range for the external relative humidity and radiant
emperature are 12–100% and 0–47 kW/m2 respectively. Therefore,

roper selections of temperature set-points per thermal zone are
bsolutely necessary in order to minimize overall cost.
Fig. 8. Variation of thermal comfort during an August’s day.

5.1. Comparison versus ruled based controller’s temperature
set-points

The first part of our experimentation evaluates the static flavour
of the proposed decision making mechanism, as it is computed by
the ANN, against the ruled based controller’s (RBC) temperature
set-points. For demonstration purposes, the results depicted at this
subsection affect a typical August day and the upcoming figures
plot the corresponding values regarding only the operational hours
of the buildings, during which the buildings are occupied and the
HVAC systems are operational.

A well-established metric for quantifying the efficiency of HVAC
control mechanisms is the improvement of thermal comfort. For
this purpose, we  study this metric in terms of the Predicted Percent-
age of Dissatisfied (PPD) people,5 which portrays the percentage of
the buildings’ occupants that are dissatisfied with the current ther-
mal  conditions. Since we  consider summer period, we quantify the
efficiency of 17 typical RBC values ranging between 23 ◦C and 27 ◦C
with a step of 0.25 ◦C. The results of this analysis are summarized
in Fig. 8.

According to this analysis, we  can conclude that the introduced
decision making mechanism results to higher thermal comfort val-
ues compared to the RBC solutions, since it minimizes the overall
PPD value during the whole day. Although the RBC solutions that
correspond to 23.25 ◦C and 23.75 ◦C exhibit slight improvement
during noon and afternoon, respectively, the overall performance
of our framework is superior in reference to the whole day. Note
that the spikes early in the morning (at 6:00 am) occur due to
the fact that people enter to a “closed” building; thus, the ther-
mal  conditions cannot be considered as optimal for the occupants.
Since the experimental setup is identical for all the studied control
techniques, identical spikes are presented among the alternative
solutions as well. Furthermore, we have to note that these spikes
do not affect buildings #2–#4 because to these buildings we apply
a warming-up/cooling phase equal to 20 min,6 as it was discussed
in Table 1.

Along with the occupants’ thermal comfort, we are equally inter-
ested in reducing the total energy consumption and thus the energy
expenses as well. For demonstration purposes, Fig. 9 depicts the
variation of energy cost regarding the various RBC solutions for
the same August day. To be consistent, this analysis does not take
5 Lower PPD values are preferable since they increase the occupant’s satisfaction.
6 The HVAC systems start to operate 20 min  prior to the occupants’ entrance.



P. Danassis et al. / Energy and Buildings 139 (2017) 340–350 347

p
m
t
d
c
e
i
s
a
o

5

f
n
t
a
m
t
t
c
m
v

t
i
e
A
s
t
m
t
M
B
b
i

o
s
v
(
T
t
t
u
c
s
t

Fig. 9. Variation of energy consumption during a summer day.

The aforementioned analysis pinpoints the fact that higher set-
oints lead to less energy consumption (regarding the summer
onths), since the cooling is not that intense. On the other hand,

hese set-points usually lead to increased PPD values. Hence the
ecision making mechanism has to trade-off between these two
ost metrics by taking into consideration parameters posed by the
xternal weather conditions (such as humidity and solar radiation)
n order to achieve the optimum balance. These results highlight the
uperiority of our introduced framework, as it achieves consider-
ble reduction in energy consumption compared to RBC set-points
f comparable thermal comfort.

.2. Comparison versus existing control techniques

To proceed with, we study the efficiency of the introduced
ramework compared to two well-established control techniques,
amely the Pattern Search [30] and the Fmincon [31]. Both of these
echniques are implemented in Matlab’s Optimization Toolbox as
n open-loop optimization procedure. Weather data regarding a 5
onth period (May–September) are employed, while, throughout

he analysis discussed in this subsection, only the cooling opera-
ion of HVACs is considered. Due to the enormous computational
omplexity imposed by the aforementioned existing solvers, each
onth is studied as a separate sub-problem and is addressed indi-

idually.
For demonstration purposes, Fig. 10(a) depicts the variation of

he PPD (%) for the alternative decision making techniques regard-
ng the last week of August. Same as before, analogous spikes are
xhibited at each morning by all the studied control techniques.
lso note that we are primarily interested in the duration of these
pikes since that is which affects the overall performance according
o Eq. (1). Based on our analysis regarding the 5 months experi-

ent, their duration is less than 20 min  (on average). This is inline
o the EN15251 standard [32] and to the Renewable Energy Road

ap  [33], in order to ensure a comfortable indoor environment.
oth of them suggests that the PPD must be kept approximately
elow 10–15%. These limits should not be violated except for small

ntervals during the buildings’ operation.
Along to the thermal comfort level, the energy consumption is

f paramount importance as well. The results of this analysis are
ummarized in Fig. 10(b). More thoroughly, this figure plots the
ariation of energy consumption regarding the same time period
last week of August) for the three alternative control techniques.
his analysis identifies daily periods of maximum energy consump-
ion (e.g. noon) in order to meet the desired cooling needs. Note
hat as before, we are not interested in peak values but for the area

nder each curve, since it is proportional to the energy cost. To be
onsistent, neither the power saving from PV panels nor the energy
tored in batteries are considered, since these gains are expected
o be constant among the alternative control techniques.
Fig. 10. Variation of (a) thermal comfort and (b) energy consumption regarding the
last week of August.

Our analysis so far indicates that the introduced framework
exhibits comparable efficiency, in terms of occupants’ thermal
comfort and energy consumption, to well-established and sophisti-
cated control techniques. In accordance with this outcome, Table 4
presents the percentage enhancement regarding the overall cost
(Eq. (1)) achieved by the studied control technique compared to
the RBC temperature set-points. According to these results, the
proposed framework improves the corresponding configurations
retrieved by the RBCs between 18% and 40%, on average. Addi-
tionally, the introduced solution enhances the results derived by
the Pattern Search solver by 27% on average, while the Fmincon
achieves an additional improvement by 13%.

Along with the aforementioned analysis, it is well-worth to eval-
uate the impact of the different decisions making mechanisms in
terms of the selected temperature set-points. To do so, Fig. 11 gives
the temperature difference between the thermostat’s set-points
and the external air temperature. For demonstration purposes, this
figure corresponds to the last week of August; however, similar
results occur for the entire 5 month experiment. This analysis can
be viewed as an extension of the PPD metric, since the chosen
set-point highly affects the occupants’ thermal comfort. More thor-
oughly, the temperature set-points computed by the introduced
framework vary less than 0.1 ◦C on average compared to Fmincon;
thus, it exhibits identical performance to computationally intensive
solvers.

Last but not least, it is noteworthy that both Fmincon and Pat-
tern Search solvers exhibit considerable computational complexity.

The results of this analysis regarding the month of August is plotted
at Fig. 12. Note that the execution both of these solvers is per-
formed for 7000 Matlab iterations, each of which takes around
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Fig. 11. Variation of outside temperature versus the average thermostat’s set-
points.
Fig. 12. Evolution of cost function (Eq. (1)) for existing solvers.

2–3 min  in a workstation PC.7 Based on this figure, a number of con-
clusions can be derived. Among others, their efficiency is almost
negligible for the first 900 iterations. Furthermore, the efficiency
of Pattern Search is limited, as it cannot improve the cost met-
ric for our problem even after 7000 iterations. On the other hand,
the Fmincon solver achieves to reduce cost metric up to 23%. Even
though the majority of the cost reduction is achieved during the
first 900 iterations, this still imposes a much higher computational
cost as compared to the introduced decision making framework.
Consequently, it is not feasible to implement the existing control
techniques as part of an embedded platform, similar to the ones
found in smart thermostats. Additional details concerning the hard-
ware implementation of our decision making framework, as well as
the complexity of the derived solution, can be found in Section 5.4.

5.3. Evaluation of the dynamic energy management

To continue with, we evaluate the efficiency of the introduced
framework in terms of redistributing the energy consumption dur-
ing a certain period of time in a way that improves considerably the
occupant’s thermal comfort without affecting the overall energy
consumption. This analysis refers to the whole year. Note that the
corresponding results regarding existing solvers are not feasible to

be provided in this analysis, due to the excessive computational
complexity for solving the problem of customizing multiple smart
thermostats during a whole year.

7 Intel Xeon CPU E5-2650v2@2.60 GHz, 8 cores/16 threads, 64 GB DDR3 RAM.
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ig. 13. Improvement of total cost (%) as compared to the set-points derived from
he ANN.

In our case, Fig. 13 depicts the variation of total cost as derived
rom the FIS compared to the initial solution by the ANN. For
emonstration purposes this figure plots the previously analyzed

 month period. Meanwhile similar results occur for the rest of the
onths as well. This analysis indicates that the usage of fuzzy logic

chieves the redistribution of energy in a way  that considerably
mproves the total cost (average enhancement by 7%). More thor-
ughly, our solution achieves to improve the thermal comfort by
9% on average with almost the same energy cost (average increase
y 5%). The augmented performance occurs by taking into con-
ideration both constrains posed by weather conditions (like the
ajority of the existing control techniques do), as well as inherent

imitations related to the available funds (AF) for purchasing energy
nd the current energy cost (PE(t)).

The aforementioned improvement of total cost is more aggres-
ive in September, as indicated in Fig. 13. That is due to the fact that,
s we discussed in Table 4, the ANN’s efficiency is limited during
his month compared to the reference control techniques. How-
ver, if we take into account the entire framework, consisted of
oth the ANN and the FIS, we can infer that it achieves analogous
erformance to Fmincon regarding September as well, since the FIS
ompensates for the ANN’s shortcoming during this month.

Finally it is essential to emphasize that additional improvement
s feasible by employing a more aggressive reasoning mechanism
or the FIS, which can be further customized for a particular city.
owever, this is beyond the scope of this work, since we are pri-
ary interested in proposing a generally applicable framework

or designing and implementing low-cost decision making mecha-
isms for smart thermostats.

.4. Hardware implementation and system integration

The entirety of the aforementioned solvers (Fmincon and Pat-
ern Search) focus on the accuracy of their results. Even though
his is a desirable feature in terms of proposing a decision mak-
ng mechanism, their increased computational complexity makes
hem non-suitable for being implemented onto low-cost embedded
latforms. This section discusses the hardware implementation of
he introduced decision making mechanism onto a low-cost ATMEL
Tmega640 microcontroller [34]. Fig. 14 gives an overview of the

arget platform, where both the processing core, as well as the inter-
ace to the rest of the integrated circuits (through serial port) can

e identified.

In this direction, we developed the proposed decision making
echanism into ANSI C code, which in turn programs the afore-
entioned controller. The developed solution supports multiple
Fig. 14. Printed board of the employed ATMEL ATMEGA640 microcontroller.

configurations and various levels of control for the thermal zones,
while its inherent intelligence paves the way for the elimination
of free riders, provides greater load reduction, and offers more
equitable control across occupants. Finally, with an eye toward
future-proofing, it maximizes the performance and extends the
device’s lifespan.

After the implementation phase, we  proceed to the evaluation
phase. More thoroughly, we managed to implement the ANN’s
and FIS’ functionalities with only approximately 0.77 × 106 and
1.2 × 106 cycles respectively. Note that these results are orders of
magnitude lower than the corresponding 7,000 Matlab iterations
imposed by existing controllers, as it was discussed in Fig. 12.

By taking into consideration that the employed controller oper-
ates at 16 MHz, this results in each of the temperature set-points
being computed in less than 0.2 s; this is by far less than the typical
10 min  period between consecutive set-point configurations. Addi-
tionally, the aforementioned hardware implementation enables
straightforward firmware upgrades in order to either customize
the aggressiveness of the employed decision making mechanism
depending on the occupants’ requirements, or support the imple-
mentation of additional functionalities that further enhance the
flexibility of our solution.

6. Conclusion

This paper introduces a novel framework for a flexible and
efficient Decision Making Mechanism for smart thermostats. The
proposed solution supports the task of temperature regulation in
a smart building environment while being an active participant in
the energy market by facilitating the usage of renewable resources,
batteries and dynamic energy pricing policies. Furthermore, fol-
lowing the current market trend, we established that the proposed
framework facilitates its implementation into low-power, low-
complexity embedded devices, proving it ideal for deployment as
part of a smart thermostat. As such, it is straightforwardly applica-
ble to existing HVAC installations in a smart building environment.

The proposed framework consists of two operation modes, a
typical mode, that makes use of an Artificial Neural Network (ANN),

and a refinement mode, that utilizes two  Fuzzy Inference systems
which try to reach a consensus. Contrary to relevant approaches,
our framework derives close to optimal results, without the
need of weather forecasts or historical data. The typical mode is
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esponsible for deriving the initial temperature set-point, unaware
f the buildings’ dynamic behavior, under real time constraints. On
he other hand the refinement mode emphasizes in the redistribu-
ion of the energy cost over time, with the goal of maximizing the
ccupants’ thermal comfort without affecting the overall energy
ost. As such, it can be considered as a human-centric implementa-
ion, since it configures its aggressiveness according to occupants’
equirements, contrary to other approaches. Additionally, it is able
o interact with the main grid in order to purchase and sell energy
ccording to the current pricing policy.

Experimental results highlight the superiority of the introduced
ramework compared to existing approaches along with the added
enefit of the significantly smaller computational complexity. Our
ramework was evaluated in three stages. Firstly, comparisons
ersus rule based controllers proved that our framework can
chieve higher thermal comfort for the occupants with consid-
rable reduction in energy consumption. More thoroughly, the
roposed framework improves the corresponding configurations
etrieved by the RBCs between 18% and 40%, on average. Secondly,
s compared to existing control techniques, the introduced solu-
ion enhances the results derived by the Pattern Search solver by
7% on average, while achieving comparable results to Fmincon,
ithout exhibiting the substantial computational complexity that

hese solvers impose. Specifically, even for the initial 900 Matlab
teration (during which the aforementioned solvers exhibit their

aximum improvement), and an average time of 2.5 min  for each
ne, the state of the art solvers require 1.5 days to finish their exe-
ution, while our framework requires less than 0.2 s. Thirdly, the
valuation of the dynamic flavor of our framework indicated that
he usage of fuzzy logic, and by taking into account the dynamic
ehavior of the world, it can achieve a considerable improvement
f the total cost (average enhancement by 7%, 19% improvement
n the thermal comfort level with negligible penalty in the energy
onsumption).
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