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Humans are able to routinely and effortlessly (anti-)coordinate in their daily lives in large scale and under dynamic and unpredictable demand. Key concept: use of conventions [1].
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Proposed Framework (CANONY ) :
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CA’NONY is founded on the human-inspired convention of courtesy. When éO'S |
contesting for a resource, there exist equilibrium back-off probabilities, but £0.6 .
are hard to compute. Solution: do not compute them; be courteous (i.e. %o. A |
positive back-off probability in case of collision)! This allows for fast é
convergence, albeit it is not game theoretically sound; people adhere to it 0.2 -
due to social pressure. Under scarcity of resources people exhibit urgency and i i
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competitive behavior |3]. Similarly, a rational agent could stubbornly keep Number of Resources (R)

accessing a resource forever (‘bully’ strategy [4]). To satisfy our rationality
constraint we need a deterrent mechanism. CA’NONY employs simple
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Theorem 1 (Convergence Speed).

O (N (log [%] + 1) (log N + R)>

Theorem 2 (Rationality). Under the CA’NONY framework, courtesy induces strategies (o) that con-
stitute an approrimate subgame-perfect equilibrium, 1.e.
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